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Pre-Requisites

These are advanced lectures on quantum field theory. They assume that you are com-

fortable with the basics of canonical quantisation and, most importantly, path integral

techniques. You can find an introduction to the former in my introductory lectures on

Quantum Field Theory. Many of the ideas covered in these lectures have their genesis

in statistical physics and, in particular, Wilson’s development of the renormalisation

group; these were covered in the lectures on Statistical Field Theory.

Recommended Books and Resources

Much of the material covered in these lectures was discovered in a golden period of

quantum field theory, dating from the mid 1970s and early 1980s, and underlies large

swathes of current research. Some of this material can be found in the usual quantum

field theory textbooks, but often they tend to peter out just as the fun gets going. Here

are some books and resources which cover some relevant topics:

• John Preskill, Lectures on Quantum Field Theory

Preskill’s beautiful and comprehensive lectures on quantum field theory are the closest

to this course and, in places, offer substantially more detail. Unfortunately they are

available only in hand-written form, which means it can take some time to search for

the topic you’re interested in.

They can be downloaded here: http://www.theory.caltech.edu/∼preskill/notes.html

• Sidney Coleman, Aspects of Symmetry

Despite their age, Coleman’s Erice lectures still sparkle. They cover only a small subset

of the material we’ll need – solitons, instantons and large N are highlights – but do so

with such charm that they shouldn’t be missed.

• Alexander Polyakov, Gauge, Fields and Strings

Polyakov is one of the masters of the path integral, whose pioneering work over the

decades did much to cement our current understanding of quantum field theory. His

book is not easy going, but rewards anyone who persists.
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• Gerard ’t Hooft, Under the Spell of the Gauge Principle

During the 1970s, ’t Hooft wrote a series of papers, each of which changed the way we

think about quantum field theory. His name is attached to so many things in these

lectures that it can, at times, get confusing. (How do ’t Hooft anomalies affect ’t Hooft

lines in the ’t Hooft limit?) This book is a collection of preprints, prefaced by some

brief remarks. Still, the originals are well worth the read.

• Yitzhak Frishman and Cobi Sonnenschein, Non-Perturbative Field Theory: From

Two Dimensional Conformal Field Theory to QCD in Four Dimensions

The goal of this book is similar to these lectures but the itinerary is run in reverse,

starting in two dimensions and building up to four.

• Eduardo Fradkin, Field Theories in Condensed Matter Physics

• Shankar, Quantum Field Theory and Condensed Matter

Both of these books discuss quantum field theory in condensed matter physics. Much

of the material is restricted to field theories in d = 1+1 and d = 2+1 dimensions, and

so useful for Sections 7 and 8. But the general approach to understanding the phase

structure and behaviour of field theories should resonate.

Lecture notes on various topics discussed in these lectures can be downloaded from

the course webpage.
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0. Introduction

Towards the end of the day, as feathers droop and hearts flutter from too much flapping,

it is not unusual to find flocks of birds resting on high voltage wires. For someone

unacquainted with the gauge principle, this may seem like a dangerous act. But birds

know better. There is no absolute sense in which the voltage of the wire is high. It is

only high in comparison to the Earth.

Of the many fillets and random facts that we are fed in high school science classes,

the story of the birds is perhaps the deepest. Most other ideas from our early physics

lessons look increasingly antiquated as we gain a deeper understanding of the Universe.

The concept of “force”, for example, is very 17th century. Yet the curious fact that the

electrostatic potential does not matter, only the potential difference, blossoms into the

gauge symmetry which underlies the Maxwell equations, the Standard Model and, in

the guise of diffeomorphism invariance, general relativity.

Gauge symmetry is, in many ways, an odd foundation on which to build our best

theories of physics. It is not a property of Nature, but rather a property of how

we choose to describe Nature. Gauge symmetry is, at heart, a redundancy in our

description of the world. Yet it is a redundancy that has enormous utility, and brings

a subtlety and richness to those theories that enjoy it.

This course is about the quantum dynamics of gauge theories. It is here that the

utility of gauge invariance is clearest. At the perturbative level, the redundancy allows

us to make manifest the properties of quantum field theories, such as unitarity, locality,

and Lorentz invariance, that we feel are vital for any fundamental theory of physics

but which teeter on the verge of incompatibility. If we try to remove the redundancy

by fixing some specific gauge, some of these properties will be brought into focus,

while others will retreat into murk. By retaining the redundancy, we can flit between

descriptions as is our want, keeping whichever property we most cherish in clear sight.

The purpose of this course is not so much to convince you that gauge theories are

useful, but rather to explore their riches. Even at the classical level they have much

to offer. Gauge theories are, like general relativity, founded in geometry. They are not

associated only to the geometry of spacetime, but to a less intuitive and more general

mathematical construct known as a fibre bundle. This brings something new to the

table. While most interesting applications of general relativity are restricted to ripples

of the curved, but topologically flat, spacetime in which we live, gauge fields are more

supple: they can twist and wind in novel ways, bringing the subject of topology firmly

into the realm of physics. This will be a dominant theme throughout these lectures. It
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is a theme that becomes particularly subtle when we include fermions in the mix, and

see how they intertwine with the gauge fields.

However, the gauge theoretic fun really starts when we fully immerse ourselves in

the quantum world. The vast majority of gauge theories are strongly coupled quantum

field theories, where the usual perturbative techniques are insufficient to answer many

questions of interest. Despite many decades of work, our understanding of this area

remains rather primitive. Yet this is where the most interesting phenomena occur. In

particle physics, the strong coupling dynamics of quantum field theory causes quarks

and gluons to bind into protons, neutrons and other particles. In condensed matter

physics, it causes electrons, which are indivisible particles, to fractionalise in high

magnetic fields. There are even tantalising hints that such dynamics may be responsible

for the emergence of space and time itself from more fundamental underlying degrees

of freedom. The focus of these lectures is not on any particular phenomenon (although

confinement in QCD will be something of a pre-occupation). Rather we will try to

explain some of the ways in which we can make progress, primitive as it may be, in

understanding gauge fields when interactions become strong, and quantum fluctuations

wild.
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1. Topics in Electromagnetism

We start these lectures by reviewing some topics in Maxwell theory. As we will see,

there are some beautiful topological surprises hiding in electromagnetism that are not

usually covered in our first undergraduate lectures. These topics will then follow us

through these lectures as we explore other examples of gauge theories.

1.1 Magnetic Monopoles

A magnetic monopole is an object which emits a radial magnetic field of the form

B =
gr̂

4πr2
⇒

∫
dS ·B = g (1.1)

Here g is called the magnetic charge.

We learn as undergraduates that magnetic monopoles don’t exist. First, and most

importantly, they have never been observed. Second there’s a law of physics which

insists that they can’t exist. This is the Maxwell equation

∇ ·B = 0

Third, this particular Maxwell equation would appear to be non-negotiable. This

is because it follows from the definition of the magnetic field in terms of the gauge

potential

B = ∇×A ⇒ ∇ ·B = 0

Yet the gauge potential A is indispensable in theoretical physics. It is needed whenever

we describe the quantum physics of particles moving in magnetic fields. Underlying

this statement is the fact that the gauge potential is needed in the classical Hamiltonian

treatment. Moreover, there are more subtle phenomena such as the Aharonov-Bohm

effect which tell us that there is further, non-local information stored in the gauge

potentials. (The Aharonov-Bohm effect was covered in the lectures on Applications of

Quantum Mechanics.) All of this points to the fact that we would be wasting our time

discussing magnetic monopoles.

Happily, there is a glorious loophole in all of these arguments, first discovered by

Dirac, and magnetic monopoles play a crucial role in our understanding of the more

subtle effects in gauge theories. The essence of this loophole is that there is an ambiguity

in how we define the gauge potentials. In this section, we will see how we can exploit

this.
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1.1.1 Dirac Quantisation

It turns out that not any magnetic charge g is compatible with quantum mechanics.

Since this will be important, we will present several different arguments for the allowed

values of g.

We start the simplest, and most physical of these arguments. For this we need to

know a fact from quantum mechanics. Suppose that we take a particle which carries

electric charge e. We adiabatically transport it along some closed path C in the back-

ground of some gauge potential A(x, t). Then, upon returning to its initial starting

position, the wavefunction of the particle picks up a phase

ψ → eieα/ℏψ with α =

∮
C

A · dx (1.2)

There are different ways to see this, but the simplest is from the path integral approach

to quantummechanics, where the action for a point particle includes the term
∫
dt eẋ·A;

this directly gives the phase above.

The phase of the wavefunction is not an observable quantity in quantum mechanics.

However, the phase in (1.2) is really a phase difference. We could, for example, place a

particle in a superposition of two states, one of which stays still while the other travels

around the loop C. The subsequent interference will depend on the phase eieα. Indeed,

this is the essence of the Aharonov-Bohm effect.

Let’s now see what this has to do with magnetic monopoles. We place our electric

particle, with charge e, in the background of a magnetic monopole with magnetic charge

g. We keep the magnetic monopole fixed, and let the electric particle undergo some

journey along a path C. We will ask only that the path C avoid the origin where the

magnetic monopole is sitting. This is shown in the left-hand panel of the figure. Upon

returning, the particle picks up a phase eieα/ℏ with

α =

∮
C

A · dx =

∫
S

dS ·B

where, as shown in the figure, S is the area enclosed by C. Using the fact that
∫
S2 dS ·

B = g, if the surface S makes a solid angle Ω, this phase can be written as

α =
Ωg

4π
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Figure 1: Integrating over S... Figure 2: ...or over S′.

However, there’s an ambiguity in this computation. Instead of integrating over S, it

is equally valid to calculate the phase by integrating over S ′, shown in the right-hand

panel of the figure. The solid angle formed by S ′ is Ω′ = 4π − Ω. The phase is then

given by

α′ = −(4π − Ω)g

4π

where the overall minus sign comes because the surface S ′ has the opposite orientation

to S. As we mentioned above, the phase shift that we get in these calculations is

observable: we can’t tolerate different answers from different calculations. This means

that we must have eieα/ℏ = eieα
′/ℏ. This gives the condition

eg = 2πℏn with n ∈ Z (1.3)

This is the famous Dirac quantisation condition. The smallest such magnetic charge is

also referred to as the quantum of flux, Φ0 = 2πℏ/e.

Above we worked with a single particle of charge e. Obviously, the same argument

holds for any other particle of charge e′. There are two possibilities. The first is that

all particles carry charge that is an integer multiple of some smallest unit. In this case,

it’s sufficient to impose the Dirac quantisation condition (1.3) where e is the smallest

unit of charge. For example, in our world we should take e to be the electron charge.

(You might want to insist that monopoles carry a larger magnetic charge so that they

are consistent with quarks which have one third the electron charge. However, it turns

out this isn’t necessary if the monopoles also carry colour magnetic charge.)

The second possibility is that the particles carry electric charges which are irrational

multiples of each other. For example, there may be a particle with charge e and another

particle with charge
√
2e. In this case, no magnetic monopoles are allowed.
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It’s sometimes said that the existence of a magnetic monopole would imply the

quantisation of electric charges. This, however, has it slightly backwards. (It also

misses the point that we have a beautiful explanation of the quantisation of charges

from anomaly cancellation in the Standard Model; we will tell this story in Section

3.4.4.) Instead, the key distinction is the choice of Abelian gauge group. A U(1) gauge

group has only integer electric charges and admits magnetic monopoles. In contrast, a

gauge group R can have any irrational charges, but the price you pay is that there are

no longer monopoles.

Above we looked at an electrically charged particle moving in the background of

a magnetically charged particle. It is simple to generalise the discussion to particles

that carry both electric and magnetic charges. These are called dyons. For two dyons,

with charges (e1, g1) and (e2, g2), the generalisation of the Dirac quantisation condition

requires

e1g2 − e2g1 ∈ 2πℏZ (1.4)

This is sometimes called the Dirac-Zwanziger condition.

1.1.2 A Patchwork of Gauge Fields

The discussion above shows how quantum mechanics constrains the allowed values of

magnetic charge. It did not, however, address the main obstacle to constructing a

magnetic monopole out of gauge fields A when the condition B = ∇×A would seem

to explicitly forbid such objects.

Let’s see how to do this. Our goal is to write down a configuration of gauge fields

which give rise to the magnetic field (1.1) of a monopole which we will place at the

origin. We will need to be careful about what we want such a gauge field to look like.

The first point is that we won’t insist that the gauge field is well defined at the origin.

After all, the gauge fields arising from an electron are not well defined at the position of

an electron and it would be churlish to require more from a monopole. This fact gives

us our first bit of leeway, because now we need to write down gauge fields on R3\{0},
as opposed to R3 and the space with a point cut out enjoys some non-trivial topology

that we will make use of.

Now consider the following gauge connection, written in spherical polar coordinates

ANϕ =
g

4πr

1− cos θ

sin θ
(1.5)
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The resulting magnetic field is

B = ∇×A =
1

r sin θ

∂

∂θ
(ANϕ sin θ) r̂− 1

r

∂

∂r
(rANϕ )θ̂

Substituting in (1.5) gives

B =
gr̂

4πr2
(1.6)

In other words, this gauge field results in the magnetic monopole. But how is this

possible? Didn’t we learn as undergraduates that if we can write B = ∇ × A then∫
dS ·B = 0? How does the gauge potential (1.5) manage to avoid this conclusion?

The answer is that AN in (1.5) is actually a singular gauge connection. It’s not just

singular at the origin, where we’ve agreed this is allowed, but it is singular along an

entire half-line that extends from the origin to infinity. This is due to the 1/ sin θ term

which diverges at θ = 0 and θ = π. However, the numerator 1− cos θ has a zero when

θ = 0 and the gauge connection is fine there. But the singularity along the half-line

θ = π remains. The upshot is that this gauge connection is not acceptable along the

line of the south pole, but is fine elsewhere. This is what the superscript N is there to

remind us: this gauge connection is fine as long as we keep north.

Now consider a different gauge connection

ASϕ = − g

4πr

1 + cos θ

sin θ
(1.7)

This again gives rise to the magnetic field (1.6). This time it is well behaved at θ = π,

but singular at the north pole θ = 0. The superscript S is there to remind us that this

connection is fine as long as we keep south.

At this point, we make use of the ambiguity in the gauge connection. We are going

to take AN in the northern hemisphere and AS in the southern hemisphere. This is

allowed because the two gauge potentials are the same up to a gauge transformation,

A → A + ∇ω. Recalling the expression for ∇ω in spherical polars, we find that for

θ ̸= 0, π, we can indeed relate ANϕ and ASϕ by a gauge transformation,

ANϕ = ASϕ +
1

r sin θ
∂ϕω where ω =

gϕ

2π
(1.8)

However, there’s still a question remaining: is this gauge transformation allowed? The

problem is that the function ω is not single valued: ω(ϕ = 2π) = ω(ϕ = 0)+ g. Should

this concern us?
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To answer this, we need to think more carefully about what we require from a gauge

transformation. This is where the charged matter comes in. In quantum mechanics,

the gauge transformation acts on the wavefunction of the particle as

ψ → eieω/ℏψ

In quantum field theory, we have the same transformation but now with ψ interpreted

as the field. We will not require that the gauge transformation ω is single-valued, but

only that the wavefunction ψ is single-valued. This holds for the gauge transformation

(1.8) provided that we have

eg = 2πℏn with n ∈ Z

This, of course, is the Dirac quantisation condition (1.3).

Mathematically, this is a construction of a topologically non-trivial U(1) bundle over

the S2 surrounding the origin. In this context, the integer n is called the first Chern

number.

1.1.3 Monopoles and Angular Momentum

Here we provide yet another derivation of the Dirac quantisation condition, this time

due to Saha. The key idea is that the quantisation of magnetic charge actually follows

from the more familiar quantisation of angular momentum. The twist is that, in the

presence of a magnetic monopole, angular momentum isn’t quite what you thought.

Let’s start with some simple classical mechanics. The equation of motion for a

particle of mass m and charge e and position r, moving in a magnetic field B, is the

familiar Lorentz force law

dp

dt
= e ṙ×B

with p = mṙ the mechanical momentum. If you remember the Hamiltonian formalism

for a particle in a magnetic field, you might recall that p is not the canonical momentum,

a fact which is hiding in the background in what follows. Now let’s consider this

equation in the background of a magnetic monopole, with

B =
g

4π

r

r3

The monopole has rotational symmetry so we would expect that the angular momen-

tum, r× p, is conserved. Let’s check:

d(r× p)

dt
= ṙ× p+ r× ṗ = r× ṗ = er× (ṙ×B)
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=
eg

4πr3
r× (ṙ× r) =

eg

4π

(
ṙ

r
− ṙr

r2

)
=

d

dt

( eg
4π

r̂
)

We see that in the presence of a magnetic monopole, the naive angular momentum r×p
is not conserved! However, we can easily write down a modified angular momentum

that is conserved, namely1

L = r× p− eg

4π
r̂

The extra term can be thought of as the angular momentum stored in E × B. The

surprise is that the particle has angular momentum even if it doesn’t move!

Before we move on, there’s a nice and quick corollary that we
L

θ

Figure 3:

can draw from this. The angular momentum vector L does not

change with time. But the angle that the particle makes with this

vector is

L · r̂ = − eg
4π

= constant

This means that the particle moves on a cone, with axis L and angle

cos θ = −eg/4πL.

So far, our discussion has been classical. Now we invoke some

simple quantum mechanics: the angular momentum should be quantised. In particular,

the angular momentum in the z-direction should be Lz ∈ 1
2
ℏZ. Using the result above,

we have
eg

4π
=

1

2
ℏn ⇒ eg = 2πℏn with n ∈ Z

Once again, we find the Dirac quantisation condition.

On Bosons and Fermions

There is an interesting factor of 2 buried in the discussion above. Consider a minimal

Dirac monopole, with g = 2πℏ/e. In the background of this monopole, we will throw

in a particle of spin S. The total angular momentum J is then

J = L+ S = r× p+ S− 1

2
r̂ (1.9)

The key observation is that the final term, due to the monopole, shifts the total angular

momentum by 1/2. That means, in the presence of a monopole, bosons have half-integer

angular momentum while fermions have integer angular momentum! We’ll not need

this curious fact for most of these lectures, but it will return in Section 8.6 when we

discuss some surprising dualities in d = 2 + 1 quantum field theories.
1We also noticed this in the lecture notes on Classical Dynamics; see Section 4.3.2.
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1.2 The Theta Term

In relativistic notation, the Maxwell action for electromagnetism takes a wonderfully

compact form,

SMaxwell =
1

µ0

∫
d4x − 1

4
F µνFµν =

∫
d4x

(
ϵ0
2
E2 − 1

2µ0

B2

)
(1.10)

Here Fµν = ∂µAν − ∂νAµ and Ei = cF0i and Fij = −ϵijkBk.

One reason that the Maxwell action is so simple is that there is very little else we

can write down that is both gauge invariant and Lorentz invariant. There are terms

of order ∼ F 4 and higher, which give rise to non-linear electrodynamics, but these will

always be suppressed by some high mass scale and are unimportant at low-energies.

There is, however, one other term that we can add to the Maxwell action that, at

first glance, would seem to be of equal importance. A second glance then shows that

it is completely unimportant and it’s on the third glance that we see the role it plays.

This is the theta term.

We start by defining the dual tensor

⋆F µν =
1

2
ϵµνρσFρσ

⋆F µν takes the same form as the original electromagnetic tensor Fµν , but with E/c →
−B and B→ +E/c. The theta term is then given by

Sθ =
θe2

4π2ℏ

∫
d4x

1

4
⋆F µνFµν = −

θe2

4π2ℏc

∫
d4x E ·B (1.11)

where θ is a parameter. The morass of constants which accompany it ensure, among

other things, that θ is dimensionless; we will have more to say about this in Section

1.2.4. Like the original Maxwell term, the theta term is quadratic in electric and

magnetic fields. However, it is simple to check that the theta term can be written as a

total derivative,

Sθ =
θe2

8π2ℏ

∫
d4x ∂µ(ϵ

µνρσAν ∂ρAσ) (1.12)

We say that the theta term is topological. It depends only on boundary information.

Another way of saying this is that we don’t need to use the spacetime metric to define

the theta term; we instead use the volume form ϵµνρσ. The upshot is that the theta

term does not change the equations of motion and, it would seem, can have little effect

on the physics.
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As we will now see, this latter conclusion is a little rushed. There are a number of

situations in which the theta term does lead to interesting physics. These situations

often involve subtle interplay between quantum mechanics and topology.

Axion Electrodynamics

We start by looking at situations where θ affects the dynamics classically. This occurs

when θ is not constant, but instead varies in space and, possibly, time: θ = θ(x, t). In

general, the action governing the electric and magnetic field is given by

S =

∫
d4x

(
−1

4
F µνFµν +

e2

16π2ℏ
θ(x, t)⋆F µνFµν

)
The equations of motion from this action read

∇ · E =
αc

π
∇θ ·B and

1

c2
∂E

∂t
+∇×B =

α

πc

(
θ̇B+∇θ × E

)
(1.13)

where

α =
1

4πϵ0

e2

ℏc

is the dimensionless fine structure constant. It takes the approximate value α ≈ 1/137.

The deformed Maxwell equations are sometimes referred to as the equations of axion

electrodynamics. The name is slightly misleading; an axion is what you get if you

promote θ to a new dynamical field. Here we’re considering it to be some fixed back-

ground. They are accompanied by the usual Bianchi identities, ∂µ
⋆F µν = 0, which

remain unchanged

∇ ·B = 0 and
∂B

∂t
+∇× E = 0

The equations (1.13) carry much – although not all – of the new physics. The first

tells us that in regions of space where θ varies, a magnetic field B acts like an electric

charge density. The second tells us that the combination (θ̇B + ∇θ × E) acts like a

current density.

1.2.1 The Topological Insulator

There are a fascinating class of materials, known as topological insulators, whose dy-

namics is characterised by the fact that θ = π. (We’ll see what’s special about the

value θ = π in Section 1.2.4.) Examples include the Bismuth compounds Bi2Se3 and

Bi2Te3.
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θ=π

θ=0

B

B E

θ=π

θ=0

B

E

E

Figure 4: Applying a magnetic field Figure 5: Applying an electric field

Consider a topological insulator, with θ = π, filling (most of) the lower-half plane,

z < −ϵ. We fill (most of) the upper-half plane, z > ϵ, with the vacuum which has

θ = 0. In the intermediate region z ∈ [−ϵ, ϵ] we have ∂zθ ̸= 0.

Let’s first shine a magnetic field Bz = B on this interface from below, as shown in

the left-hand panel of the figure. The first equation in (1.13) tells us that a there is an

effective accumulation of charge density, ρ = αc(∂zθ)B/π. The surface charge per unit

area is given by

σ =

∫ ϵ

−ϵ
d2x ρ = αcB

This surface charge will give rise to an electric field outside the topological insulator.

We learn that the boundary of a topological insulator has rather striking properties: it

takes a magnetic field inside and generates an electric field outside!

Alternatively, we can turn on an electric field which lies tangential to the interface,

say Ey = E. This is shown in the right-hand panel of the figure. The second equation

in (1.13) tells us that, in the regime where ∂zθ ̸= 0, the electric field acts as a surface

current K, lying within the interface, perpendicular to E,

Kx = αϵ0cEy (1.14)

This, in turn, then generates a magnetic field outside the topological insulator, parallel

to E. This, again, is shown in the right-hand panel of the figure.

The creation of a two-dimensional current which lies perpendicular to an applied

electric field is called the Hall effect. The coefficient of proportionality is known as the

Hall conductivity and there is a long and beautiful story about how it takes certain

very special values which are rational multiples of e2/2πℏ. (More details can be found
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in the lecture notes on the Quantum Hall Effect.) In the present example (1.14), the

Hall conductivity is

σxy =
1

2

e2

2πℏ
This is usually abbreviated to say that the interface of the topological insulator has

Hall conductivity 1/2.

The general phenomenon in which electric fields induce magnetic fields and vice versa

goes by the name of the topological magneto-electric effect.

Continuity Conditions

There’s a slightly different, but equivalent way of describing the physics above. It

doesn’t tell us anything new, but it does make contact with the language we previously

used to describe electrodynamics in materials2. We introduce the electric displacement

D = ϵ0

(
E+

αcθ

π
B

)
Comparing to the usual expression for D, we see that, in a topological insulator, a

magnetic field B acts like polarisation. When θ varies, we have a varying polarisation,

resulting in bound charge. This is what we saw in the topological insulator interface

above. Similarly, we define the magnetising field

H =
1

µ0

(
B− α

πc
θE
)

We see in a topological insulator, E acts like magnetisation. When θ varies, we get a

varying magnetisation which results in bound currents.

With these definitions, the equations of axion electrodynamics (1.13) take the usual

form of the Maxwell equations in matter

∇ ·D = 0 and ∇×H− ∂D

∂t
= 0

Now we can use the standard arguments (involving Gaussian pillboxes and line in-

tegrals) that tell us B perpendicular to a surface and E tangential to a surface are

necessarily continuous. This means that if we introduce the normal vector to the sur-

face n̂, then

n̂ ·∆B = 0 and n̂×∆E = 0 (1.15)

2See Section 7 of the lectures on Electromagnetism.
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For a usual dielectric, D perpendicular to a surface and H parallel to a surface are

both discontinuous, with the discontinuity given by the surface charge and current

respectively. Here, we’ve absorbed the θ-induced surface charges and currents into the

definition of D and H. If there are no further, external charges we have

n̂ ·∆D = 0 and n̂×∆H = 0 (1.16)

It is simple the check that this condition reproduces the topological magneto-electric

results that we described above.

1.2.2 A Mirage Monopole

Let’s continue to explore the physics of interface between the vacuum (filling z > 0) and

a topological insulator (filling z < 0). Here’s a fun game to play: take an electric charge

q and place it in the vacuum at point x = (0, 0, d), a distance d above a topological

insulator. What do the resulting electric and magnetic fields look like?

We can answer this using the continuity conditions described above, together with

the idea of an image charge. (We met the image charge in the Electromagnetism lecture

notes when discussing metals. One can also use the same tricks to describe the electric

field in the presence of a dielectric, which is closer in spirit to the calculation here.) As

always with the method of images, we need a flash of insight to write down an ansatz.

(Or, equivalently, someone to tell us the answer). However, if we find a solution that

works then general results about the uniqueness of boundary-value problems ensure

that this is the unique condition.

In the present case, the answer is quite cute: we will see that if we sit in the vacuum

z > 0, the electric and magnetic field lines are those due to the original particle at

x = (0, 0, d), together with a mirror dyon sitting at x = (0, 0,−d) with electric and

magnetic charges (q′, g). Meanwhile, if we sit in the topological insulator, z < 0, the

electric and magnetic field lines are those due to the original particle, now superposed

with those arising from a mirror dyon with charges (q′,−g), also sitting at x = (0, 0, d).

Note that in both cases, the dyon is a mirage: it sits outside of the region we have

access to. If we try to reach it by crossing the boundary, it switches the other side!

To see that this is the correct answer (and to compute q′ and g), we work with scalar

potentials. It’s familiar to use the electrostatic equation ∇×E = 0 to write E = −∇ϕ.
The electric potential in the two regions is

ϕ =
1

4πϵ0

(
q√

x2 + y2 + (z − d)2
+

q′√
x2 + y2 + (z + d)2

)
z > 0
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θ=π

θ=0

θ=π

θ=0

i) ii)

d

q

θ=π

θ=0
q

(q’,g)

iii)

(q+q’,−g)

Figure 6: i) An electric charge q placed near a topological insulator. ii) The resulting electric

and magnetic field lines as seen outside. iii) The field lines as seen inside.

and

ϕ =
1

4πϵ0

q + q′√
x2 + y2 + (z − d)2

z < 0

Note that Ey = −∂yϕ and Ex = −∂xϕ are both continuous at the interface z = 0, as

required by (1.15). In contrast, Ez will be discontinuous; we’ll look at this shortly.

For the magnetic field, this is one of the few occasions where it’s useful to work with

the magnetic scalar potential. This means that we use the fact that ∇ × B = 0 to

write B = −∇Ω. (Recall the warning from earlier lectures: unlike the electric scalar ϕ,

there is nothing fundamental about Ω; it is merely a useful computational trick). We

then have

Ω =
1

4π

g√
x2 + y2 + (z + d)2

z > 0

and

Ω = − 1

4π

g√
x2 + y2 + (z − d)2

z < 0

Note that Bz = −∂zΩ is continuous across the plane z = 0, as required by the condition

(1.15).

Let’s now look at the (dis)continuity conditions (1.16). From the expressions above,

we have

Dz

∣∣∣
z=0+

= ϵ0Ez

∣∣∣
z=0+

= −q − q
′

4π

d

(x2 + y2)3/2

– 15 –



and

Dz

∣∣∣
z=0−

= ϵ0

(
Ez + αcBz

)∣∣∣
z=0−

= −q + q′ + αcϵ0g

4π

d

(x2 + y2)3/2

Equating these tells us that the magnetic charge on the image dyon is

g =
2q′

αcϵ0
(1.17)

Similarly, the magnetic field tangent to the interface is

Hx

∣∣∣
z=0+

=
1

µ0

Bx

∣∣∣
z=0+

=
g

4πµ0

d

(x2 + y2)3/2

and

Hx

∣∣∣
z=0−

=
1

µ0

(
Bx −

α

c
Ex

) ∣∣∣
z=0−

= −g − (q + q′)α/cϵ0
4πµ0

d

(x2 + y2)3/2

which gives us

g =
(q + q′)α

2cϵ0
(1.18)

Happily we have found a solution both (1.15) and (1.16) can be satisfied across the

boundary. Uniqueness means that this must be the correct solution. As we have seen,

it involve mirage dyons sitting beyond our reach. From (1.17) and (1.18), we learn that

the electric and magnetic charges carried by these dyons are given by

q′ = − α2

4 + α2
q and g =

2α

(4 + α2)cϵ0
q

The monopoles and dyons that arise in this way are a mirages. Experimentally, we’re

in the slightly unusual situation where we can see mirage monopoles, but not real

monopoles!

1.2.3 The Witten Effect

There is also an interesting story to tell about genuine magnetic monopoles. As we

now show, the effect of the θ term is to endow the magnetic monopole with an electric

charge. This is known as the Witten effect.
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It’s simplest to frame the set-up by first taking a

θ=0

EB

θ non−zero

Figure 7:

magnetic monopole with magnetic charge g and placing

it inside a vacuum, with θ = 0. We then surround this

with a medium that has θ ̸= 0 as shown in the figure. We

know what happen from our discussion above. When the

magnetic field crosses the interface where θ changes, it

will induce an electric charge. This charge follows from

the first equation in (1.13). From inside the medium

when θ ̸= 0, it looks as if the monopole has electric

charge

q = −αcϵ0
θg

π
= − e2

4πℏ
θg

π
(1.19)

Note, however, that this result is independent of the size of the interior region is where

θ = 0. We could shrink this region down until it is infinitesimally small, and we still

find that the monopole has charge q. The correct interpretation of this is that when

θ ̸= 0, a monopole is, in fact, a dyon: it carries electric charge (1.19).

When the monopole carries the minimum allowed magnetic charge, its electric charge

is given by

g =
2πℏ
e

⇒ q =
eθ

2π

In particular, if we place a magnetic monopole inside a topological insulator, it turns

into a dyon which carries half the charge of the electron.

Note that if we take θ = 2π then the electric charge of the monopole coincides with

that of the electron; in this case, we can construct a neutral monopole by considering

a bound state of the dyon + positron. However, when θ is not a mutliple of 2π, all

monopoles necessarily carry electric charge.

One might wonder why we had to introduce the region with θ = 0 at all. What

happens if we simply insist that we place the monopole directly in a system with

θ ̸= 0? You would again discover the Witten effect, but now you have to be careful

about the boundary conditions you can place on the gauge field at the origin. We won’t

describe this here. We will, however, give a slightly different derivation. Consider, once

again first, placing a monopole in a medium with θ = 0. This time we will very slowly

we increase θ. (Don’t ask me how...I don’t know! We just imagine it’s possible.) The

second equation in (1.13) contains a θ̇ term which tells us that this will be accompanied
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by a time-varying electric field which lies parallel to B. At the end of this process, the

final electric field will be

E =
−αc
π

∫
θ̇dt B = −αcθ

π
B

Once again, we learn that the monopole carries an electric charge given by (1.19).

We’ll see various other manifestations of the Witten effect as these lectures progress

including, in Section 2.8.2, for monopoles in non-Abelian gauge theories.

1.2.4 Why θ is Periodic

In classical axion electrodynamics, θ can take any value. Indeed, as we have seen, it is

only spatial and temporal variations of θ that play a role. However, in the quantum

theory θ is a periodic variable: it lies in the range

θ ∈ [0, 2π)

This is the real reason why θ was accompanied by that mess of other constants multi-

plying the action; it is to ensure that the periodicity is something natural.

The periodicity of θ in electrodynamics is actually fairly subtle. It hinges on the

topology of the U(1) gauge fields. We’ll see that, after imposing appropriate boundary

conditions, Sθ can only take values of the form

Sθ = ℏθN with N ∈ Z (1.20)

This means that the theta angle contributes to the partition function as

exp

(
iSθ
ℏ

)
= eiNθ

The factor of i here is all important. In Minkowski signature, the action always sits

with a factor of i. However, one of the special things about the theta term is that it

has only a single time derivative in the integrand, a fact which can be traced to the

appearance of the ϵµνρσ anti-symmetric tensor. This means that the factor of i persists

even in Euclidean signature. Since N is an integer, we see that the value of θ in the

partition function is only important modulo 2π.

So our task is to show that, when evaluated on any field configuration, Sθ must take

the form (1.20). The essence of the argument follows from the fact that the theta term

is a total derivative (1.12), which shows us that the value of Sθ depends only on the

boundary condition. To exploit the topology of lurking in the U(1) gauge field, we will

work on a compact Euclidean spacetime which we take to be T4. We’ll take each of

the circles in the torus to have radii R.
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We’ll make life even easier for ourselves by restricting to the special case E = (0, 0, E)

and B = (0, 0, B) with E and B constant. The integral that we’re interested in is∫
T4

d4x EB =

∫
T2

dx0dx3E

∫
T2

dx1dx2 B (1.21)

This still looks like it can take any value we like. But we need to recall that E and

B are not the fundamental fields; these are the gauge fields Aµ. And these must be

well defined on the underlying torus. As we’ll now show, this puts restrictions on the

allowed values of E and B.

First, we need the following result: when a direction of space, say x1, is periodic with

radius R, then the constant part of the corresponding gauge field (also known as the

zero mode) also becomes periodic with radius

A1 ≡ A1 +
ℏ
eR

(1.22)

This arises because the presence of a circle allows us to do something interesting with

gauge transformations A1 → A1 + ∂1ω. As in Section 1.1.2, we do not insist that ω(x)

is single valued. Instead, we require only that eieω/ℏ is single-valued, since this is what

acts on the wavefunction. This allows us to perform gauge transformations that wind

around the circle, such as

ω =
x1ℏ
eR

These are sometimes called large gauge transformations, a name which reflects the

fact that they cannot be continuously deformed to the identity. Under such a gauge

transformation, we see that

A1 → A1 + ∂1ω = A1 +
ℏ
eR

But field configurations that are related by a gauge transformation are to be viewed as

physically equivalent. We learn that the constant part of the gauge field is periodically

identified as (1.22) as claimed.

Now let’s see how this fact restricts the allowed values of the integral (1.21). The

magnetic field is written as

B = ∂1A2 − ∂2A1

We can work in a gauge where A1 = 0, so that B = ∂1A2. If we want a uniform,

constant B then we need to write A2 = Bx1. This isn’t single valued. However, that
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needn’t be a problem because, as we’ve seen above, A2 is actually a periodic variable

with periodicity ℏ/eR. This means that we’re perfectly at liberty to write A2 = Bx1,

but only if this has the correct period (1.22). This holds provided

B =
ℏn

2πeR2
with n ∈ Z ⇒

∫
T2

dx1dx2 B =
2πℏn
e

(1.23)

Note that this is the same as the condition on
∫
dS ·B = g that we derived from the

Dirac quantisation condition (1.3). Indeed, the derivation above relies on the same

kind of arguments that we used when discussing magnetic monopoles.

We can now apply exactly the same argument to the electric field,

E

c
= ∂0A3 − ∂3A0

Let’s work in a gauge with A0 = 0, so that E/c = ∂0A3. We can write A3 = (E/c)x0,

which is compatible with the periodicity of A3 only when E/c = ℏn′/2πeR2 for some

n′ ∈ Z. We find ∫
T2

dx0dx3E =
2πcℏn′

e
(1.24)

Before we go on, let me point out something that may be confusing. You may have

thought that the relevant equation for E is Gauss’ law which, given the quantisation of

charge, states that
∫
dS · E = en′ for some n′ ∈ Z. But that’s not what we computed

in (1.24) because E = (0, 0, E) lies parallel to the side of the torus, not perpendicular.

Instead, both (1.23) and (1.24) are best thought of as integrating the 2-form Fµν over

the appropriate T2. For the magnetic field, this coincides with
∫
dS ·B which measures

the magnetic charge enclosed in the manifold. It does not, however, coincide with∫
dS · E which measures the electric charge.

Armed with (1.23) and (1.24), we see that, at least for this specific example,∫
T4

d4x E ·B =
4π2ℏ2cN

e2
⇒ Sθ = ℏθN with N = nn′ ∈ Z

which is our promised result (1.20)

The above explanation was rather laboured. It’s pretty straightforward to generalise

it to non-constant E and B fields. If you’re mathematically inclined, it is the statement

that the second Chern number of a U(1) bundle is integer valued and, as we have seen

above, is actually equal to the product of two first Chern numbers. Finally note that,
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although we took Euclidean spacetime to be a torus T 4, the end result does not depend

on the volume of the torus which is set by R. Nonetheless, the introduction of the

torus was crucial in our argument: we needed the circles of T 4 to exploit the fact that

Π1(U(1)) ∼= Z. We will see another derivation of this when we come to discuss the

anomaly in Section 3.3.1.

1.2.5 Parity, Time-Reversal and θ = π

The theta term does not preserve the same symmetries as the Maxwell term. It is,

of course, gauge invariant and Lorentz invariant. But it is not invariant under certain

discrete symmetries.

The discrete symmetries of interest are parity P and time reversal invariance T .
Parity acts by flipping all directions of space

P : x 7→ −x (1.25)

(At least this is true in any odd number of spatial dimensions; in an even number of

spatial dimensions, this is simply a rotation.) Meanwhile, as the name suggests, time

reversal flips the direction of time

T : t→ −t

We would like to understand how these act on the electric and magnetic fields. This

follows from looking at the Lorentz force law,

mẍ = e (E+ ẋ ·B)

This equation is invariant under neither parity, nor time reversal. However it can be

made invariant if we simultaneously act on both E and B as

P : E(x, t) 7→ −E(−x, t) and P : B(x, t) 7→ B(−x, t)

and

T : E(x, t) 7→ E(x,−t) and T : B(x, t) 7→ −B(x,−t)

We say that E is odd under parity and even under time reversal; B is even under parity

and odd under time reversal.

As an aside, note that a high energy theorist usually refers to CP rather than T .
Here C is charge conjugation which acts as C : E 7→ −E and C : B 7→ −B, with the

consequence that CP : E 7→ E and CP : B 7→ −B, rather like T . However, there is a

difference between the two symmetries: CP is unitary, while T is anti-unitary.
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This means that, in general, the theta term breaks both parity and time-reversal

invariance. We say that θ 7→ −θ under P and T . There are two exceptions. One of

these is obvious: when θ = 0, the theory is invariant under these discrete symmetries.

However, when θ = π the theory is also invariant. This is because, as we have seen θ

is periodic so θ = π is the same as θ = −π.

This observation also gives some hint as to why the topological insulator has θ = π.

These are materials which are defined to be time-reversal invariant. As we have seen,

there are two possibilities for the dynamics of such materials. (In fancy language, they

are said to have a Z2 classification.) Most materials are boring and have θ = 0. But

some materials have a band structure which is twisted in a particular way. This results

in θ = π.

1.3 Further Reading

Anyone who has spent even the briefest time looking into the history of physics will have

learned one thing: it’s complicated. It’s vastly more complicated than the air-brushed

version we’re fed as students. A fairly decent summary is: everyone was confused.

Breakthroughs are made by accident, or for the wrong reason, or lie dormant until long

after they are rediscovered by someone else. Mis-steps later turn out to be brilliant

moves. Ideas held sacred by one generation are viewed as distractions by the next.

Things become even harder when attempting to assign attribution. The scientific

literature alone does not tell the full story. It misses the conference coffee conversations,

the petty rivalries, the manoeuvering for glory. It misses the fact that, for most of the

time, everyone was confused. Gell-Mann, who perhaps did more than anyone to lay

the groundwork for particle physics and quantum field theory, captures this in an

uncharacteristically rambling manner [47]

My whole life was like that and I think many people’s lives are like that. If

you generalised my errors and the things that I got wrong and the things

that I didn’t follow up properly and the things that I saw and I did not

believe in and the things I saw and did not write up. Almost always there

was some error of level. That is I knew that a certain thing was right and

felt that it was right and it was contradictory to what I was doing and I

could not get used to the idea that some things you have to answer late:

you just put them off, but you answer some of the things now and...

These lectures are concerned with the theoretical structure of gauge theories. It is

a subject whose history is inextricably bound with experimental discoveries in particle
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physics and the development of the Standard Model. Our understanding of gauge

theory took place slowly, over many decades, and involved many hundreds, if not

thousands, of physicists.

Each chapter of these lectures ends with a section in which I offer a broad brush

account of this history. It is flawed. In places, given the choice between accuracy or

a good story, I have erred towards a good story. I have, however, included references

to the original literature. More usefully for students, I have also included references to

reviews where a number of topics are treated in much greater detail.

Gauge Symmetry

These lectures are about gauge symmetry. Although the use of a gauge choice was

commonplace among classical physicists, it was viewed as a trick for finding solutions

to the equations of electromagnetism. It took a surprisingly long time for physicists to

appreciate the idea of gauge invariance as as an important principle in its own right.

Fock was the first to realise, in 1926, that the action of gauge symmetry is intricately

tied to the phase of the wavefunction in quantum mechanics [62]. The credit for viewing

gauge symmetry (or “eichinvarianz”) as a desirable property of our theories of Nature

is usually attributed to Weyl [203] although, as with many stories in the history of

physics, his motivation now seems somewhat misplaced as he tried to prematurely

develop a unified theory of gravity and electromagnetism [204]. (His approach survives

in the Weyl invariance enjoyed by the worldsheet in string theory.) More historical

background on the long road to the gauge principle can be found in [116, 150].

Monopoles

Debrett’s style guide for physics papers includes the golden rule: one idea per paper.

Many authors flaunt this, but few flaunt it in as spectacular a fashion as Dirac. His 1931

paper “Quantised Singularities in the Electromagnetic Field” [44] is primarily about the

possibility of magnetic monopoles obeying the quantisation condition that now bears

his name. But the paper starts by reflecting on the negative energy states predicted by

the Dirac equation which, he is convinced, cannot be protons as he originally suggested.

Instead, he argues, the negative energy states must correspond to novel particles, equal

in mass to the electron but with positive charge.

It seems that Dirac held anti-matter and magnetic monopoles, both predictions made

within a few pages of each other, on similar footing [55]. He returned to the subject

of monopoles only once, in 1948, elaborating on the concept of the “Dirac string” [45].

But the spectacular experimental discovery of anti-matter in 1932, followed by a long,
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fruitless wait in the search for monopoles, left Dirac disillusioned. Fifty years after his

first paper, and seemingly unconvinced by theoretical arguments (like “monopoles are

heavy”), he wrote in a letter to Salam [46],

“I am inclined now to believe that monopoles do not exist. So many years

have gone by without any encouragement from the experimental side.”

In the intervening years, the experimental situation has not improved. But monopoles

now sit at the heart of our understanding of quantum field theory. This story took some

decades to unfold and only really came to fruition with the discovery, by ’t Hooft [99]

and Polyakov [158], of solitons carrying magnetic charge in non-Abelian gauge theories;

this will be described in Section 2.8.

As we saw in these lectures, the angular momentum of a particle-monopole pair has an

extra anomalous term. This fact was noted long ago by Poincaré [155] in the charmingly

titled short story “Remarques sur une expérience de M. Birkeland”. In 1936, the Indian

physicist Meghnad Saha showed that the quantum version of this observation provides

a re-derivation of the Dirac quantisation [171]. The paper is an ambitious, but flawed,

attempt to explain the mass of the neutron in terms of a monopole-anti-monopole bound

state, and the argument for which it is now remembered is dealt with in a couple of

brief sentences. The angular momentum derivation was later rediscovered by H. Wilson

[213], prompting an “I did it first” response from Saha [172]. The implication for the

spin-statistics of monopoles was pointed out in [92] and [112]; a more modern take can

be found in [137].

The extension of the Dirac quantisation condition to dyons was made by Zwanziger

in 1968 [234], while the idea of patching gauge fields is due to Wu and Yang [231]

There are many good reviews on magnetic monopoles. More details on the material

discussed in this section can be found in the review by Preskill [164] or the book by Shnir

[183]. More references are given in the next section when we discuss ’t Hooft-Polyakov

monopoles.

Topological Insulators

The story of topological insulators started in the study of band structures, and the ways

in which they can twist. The first examples are the TKNN invariant for the integer

quantum Hall effect [194], and the work of Haldane on Chern insulators [88]. Both of

these were described in the lectures on the quantum Hall effect [193]. For this work,

Thouless and Haldane were awarded the 2016 Nobel prize.
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The possibility that a topologically twisted band structure could exist in 3d materials

was realised only in 2006. In July of that year, three groups posted papers on the arXiv

[139, 170, 66], and in November of that year, Fu and Kane predicted the existence of

this phase in a number of real materials [67]. This was quickly confirmed in experiments

[109].

The effective field theory of a topological insulator, in terms of electrodynamics with

θ = π, was introduced by Qi, Hughes and Zhang in [165]. This took the subject away

from its lattice underpinnings, and into the realm of quantum field theory. Indeed,

Wilczek had already discussed a number of properties of electrodynamics in the presence

of a theta angle [212], including the Witten effect [216]. The existence of the mirror

monopole was shown in [166], and a number of further related effects were discussed in

[54].

More details of topological insulators can be found in the reviews [91, 167, 17].
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2. Yang-Mills Theory

Pure electromagnetism is a free theory of a massless spin 1 field. We can ask: is it

possible to construct an interacting theory of spin 1 fields? The answer is yes, and the

resulting theory is known as Yang-Mills. The purpose of this section is to introduce

this theory and some of its properties.

As we will see, Yang-Mills is an astonishingly rich and subtle theory. It is built upon

the mathematical structure of Lie groups. These Lie groups have interesting topology

which ensures that, even at the classical (or, perhaps more honestly, semi-classical)

level, Yang-Mills exhibits an unusual intricacy. We will describe these features in

Sections 2.2 and 2.3 where we introduce the theta angle and instantons.

However, the fun really gets going when we fully embrace ℏ and appreciate that

Yang-Mills is a strongly coupled quantum field theory, whose low-energy dynamics

looks nothing at all like the classical theory. Our understanding of quantum Yang-

Mills is far from complete, but we will describe some of the key ideas from Section 2.4

onwards.

A common theme in physics is that Nature enjoys the rich and subtle: the most

beautiful theories tend to be the most relevant. Yang-Mills is no exception. It is the

theory that underlies the Standard Model of particle physics, describing both the weak

and the strong forces. Much of our focus, and much of the terminology, in this section

has its roots in QCD, the theory of the strong force.

For most of this section we will be content to study pure Yang-Mills, without any

additional matter. Only in Sections 2.7 and 2.8 will we start to explore how coupling

matter fields to the theory changes its dynamics. We’ll then continue our study of the

Yang-Mills coupled to matter in Section 3 where we discuss anomalies, and in Section

5 where we discuss chiral symmetry breaking.

2.1 Introducing Yang-Mills

Yang-Mills theory rests on the idea of a Lie group. The basics of Lie groups and Lie

algebras were covered in the Part 3 lectures on Symmetries and Particle Physics. We

start by introducing our conventions. A compact Lie group G has an underlying Lie

algebra g, whose generators T a satisfy

[T a, T b] = ifabcT c (2.1)
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Here a, b, c = 1, . . . , dimG and fabc are the fully anti-symmetric structure constants.

The factor of i on the right-hand side is taken to ensure that the generators are Her-

mitian: (T a)† = T a.

Much of our discussion will hold for general compact, simple Lie group G. Recall that

there is a finite classification of these objects. The possible options for the group G,

together with the dimension of G and the dimension of the fundamental (or minimal)

representation F , are given by

G dimG dimF

SU(N) N2 − 1 N

SO(N) 1
2
N(N − 1) N

Sp(N) N(2N + 1) 2N

E6 78 27

E7 133 56

E8 248 248

F4 52 6

G2 14 7

where we’re using the convention Sp(1) = SU(2). (Other authors sometimes write

Sp(2n), or even USp(2n) to refer to what we’ve called Sp(N), preferring the argument

to refer to the dimension of F rather than the rank of the Lie algebra g.)

Although we will present results for general G, when we want to specialise, or give

examples, we will frequently turn to G = SU(N). We will also consider G = U(1), in

which case Yang-Mills theory reduces to Maxwell theory.

We will need to normalise our Lie algebra generators. We require that the generators

in the fundamental (i.e. minimal) representation F satisfy

trT aT b =
1

2
δab (2.2)

In what follows, we use T a to refer to the fundamental representation, and will re-

fer to generators in other representations R as T a(R). Note that, having fixed the

normalisation (2.2) in the fundamental representation, other T a(R) will have different

normalisations. We will discuss this in more detail in Section 2.5 where we’ll extract

some physics from the relevant group theory.
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For each element of the algebra, we introduce a gauge field Aaµ. These are then

packaged into the Lie-algebra valued gauge potential

Aµ = AaµT
a (2.3)

This is a rather abstract object, taking values in a Lie algebra. For G = SU(N), a

more down to earth perspective is to view Aµ simply as a traceless N ×N Hermitian

matrix.

We will refer to the fields Aaµ collectively as gluons, in deference to the fact that the

strong nuclear force is described by G = SU(3) Yang-Mills theory. From the gauge

potential, we construct the Lie-algebra valued field strength

Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] (2.4)

Since this is valued in the Lie algebra, we could also expand it as Fµν = F a
µνT

a. In

more mathematical terminology, Aµ is called a connection and the field strength Fµν is

referred to as the curvature. We’ll see what exactly the connection connects in Section

2.1.3.

Although we won’t look at dynamical matter fields until later in this section, it will

prove useful to briefly introduce relevant conventions here. Matter fields live in some

representation R of the gauge group G. This means that they sit in some vector ψ

of dimension dimR. Much of our focus will be on matter fields in the fundamental

representation of G = SU(N), in which case ψ is an N -dimensional complex vector.

The matter fields couple to the gauge fields through a covariant derivative, defined by

Dµψ = ∂µψ − iAµψ (2.5)

However, the algebra g has many different representations R. For each such repre-

sentation, we have generators T a(R) which we can can think of as square matrices of

dimension dimR. Dressed with all their indices, they take the form

T a(R)i j i, j = 1, . . . , dimR ; a = 1 . . . , dimG

For each of these representations, we can package the gauge fields into a Lie alge-

bra valued object Aaµ T
a(R)i j We can then couple matter in the representation R by

generalising the covariant derivative from the fundamental representation to

Dµψi = ∂µψ
i − iAaµ T a(R)i jψj i, j = 1, . . . , dimR (2.6)

Each of these representations offers a different ways of packaging the fields Aaµ
into Lie-algebra valued objects Aµ. As we mentioned above, we will mostly focus on

G = SU(N): in this case, we usually take T a in the fundamental representation, in

which case Aµ is simply an N ×N Hermitian matrix.
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Aside from the fundamental, there is one other representation that will frequently

arise: this is the adjoint, for which dimR = dimG. We could think of these fields as

forming a vector ϕa, with a = 1, . . . , dimG, and then use the form of the covariant

derivative (2.6). In fact, it turns out to be more useful to package adjoint valued

matter fields into a Lie-algebra valued object, ϕ = ϕaT a. In this language the covariant

derivative can be written as

Dµϕ = ∂µϕ− i[Aµ, ϕ] (2.7)

The field strength can be constructed from the commutator of covariant derivatives.

It’s not hard to check that

[Dµ,Dν ]ψ = −iFµνψ

The same kind of calculation shows that if ϕ is in the adjoint representation,

[Dµ,Dν ]ϕ = −i[Fµν , ϕ]

where the right-hand-side is to be thought of as the action of Fµν on fields in the adjoint

representation. More generally, we write [Dµ,Dν ] = −iFµν , with the understanding that

the right-hand-side acts on fields according to their representation.

2.1.1 The Action

The dynamics of Yang-Mills is determined by an action principle. We work in natural

units, with ℏ = c = 1 and take the action

SYM = − 1

2g2

∫
d4x trF µνFµν (2.8)

where g2 is the Yang-Mills coupling. (It’s often called the “coupling constant” but, as

we will see in Section 2.4, there is nothing constant about it so I will try to refrain from

this language).

If we compare to the Maxwell action (1.10), we see that there is a factor of 1/2

outside the action, rather than a factor of 1/4; this is accounted for by the further

factor of 1/2 that appears in the normalisation of the trace (2.2). There is also the

extra factor of 1/g2 that we will explain below.

The classical equations of motion are derived by minimizing the action with respect

to each gauge field Aaµ. It is a simple exercise to check that they are given by

DµF µν = 0 (2.9)

where, because Fµν is Lie-algebra valued, the definition (2.7) of the covariant derivative

is the appropriate one.
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There is also a Bianchi identity that follows from the definition of Fµν in terms of

the gauge field. This is best expressed by first introducing the dual field strength

⋆F µν =
1

2
ϵµνρσFρσ

and noting that this obeys the identity

Dµ⋆F µν = 0 (2.10)

The equations (2.9) and (2.10) are the non-Abelian generalisations of the Maxwell

equations. They differ only in commutator terms, both those inside Dµ and those inside

Fµν . Even in the classical theory, this is a big difference as the resulting equations are

non-linear. This means that the Yang-Mills fields interact with themselves.

Note that we need to introduce the gauge potentials Aµ in order to write down

the Yang-Mills equations of motion. This is in contrast to Maxwell theory where the

Maxwell equations can be expressed purely in terms of E and B and we introduce

gauge fields, at least classically, merely as a device to solve them.

A Rescaling

Usually in quantum field theory, the coupling constants multiply the interaction terms

in the Lagrangian; these are terms which are higher order than quadratic, leading to

non-linear terms in the equations of motion.

However, in the Yang-Mills action, all terms appear with fixed coefficients determined

by the definition of the field strength (2.4). Instead, we’ve chosen to write the (inverse)

coupling as multiplying the entire action. This difference can be accounted for by a

trivial rescaling. We define

Ãµ =
1

g
Aµ and F̃µν = ∂µÃν − ∂νÃµ − ig[Ãµ, Ãν ]

Then, in terms of this rescaled field, the Yang-Mills action is

SYM = − 1

2g2

∫
d4x trF µνFµν = −

1

2

∫
d4x tr F̃ µνF̃µν

In the second version of the action, the coupling constant is buried inside the definition

of the field strength, where it multiplies the non-linear terms in the equation of motion

as expected.
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In what follows, we will use the normalisation (2.8). This is the more useful choice in

the quantum theory, where SYM sits exponentiated in the partition function. One way

to see this is to note that g2 sits in the same place as ℏ in the partition function. This

already suggests that g2 → 0 will be a classical limit. Heuristically you should think

that, for g2 small, one pays a large price for field configurations that do not minimize

the action; in this way, the path integral is dominated by the classical configurations.

In contrast, when g2 → ∞, the Yang-Mills action disappears completely. This is the

strong coupling regime, where all field configurations are unsuppressed and contribute

equally to the path integral.

Based on this, you might think that we can just set g2 to be small and a classical

analysis of the equations of motion (2.9) and (2.10) will be a good starting point to

understand the quantum theory. As we will see in Section 2.4, it turns out that this is

not an option; instead, the theory is much more subtle and interesting.

2.1.2 Gauge Symmetry

The action (2.8) has a very large symmetry group. These come from spacetime-

dependent functions of the Lie group G,

Ω(x) ∈ G

The set of all such transformations is known as the gauge group. Sometimes we will be

sloppy, and refer to the Lie group G as the gauge group, but strictly speaking it is the

much bigger group of maps from spacetime into G. The action on the gauge field is

Aµ → Ω(x)AµΩ
−1(x) + iΩ(x)∂µΩ

−1(x) (2.11)

A short calculation shows that this induces the action on the field strength

Fµν → Ω(x)Fµν Ω
−1(x) (2.12)

The Yang-Mills action is then invariant by virtues of the trace in (2.8).

In the case that G = U(1), the transformations above reduce to the familiar gauge

transformations of electromagnetism. In this case we can write Ω = eiω and the trans-

formation of the gauge field becomes Aµ → Aµ + ∂µω.

Gauge symmetry is poorly named. It is not a symmetry of the system in the sense

that it takes one physical state to a different physical state. Instead, it is a redundancy

in our description of the system. This is familiar from electromagnetism and remains

true in Yang-Mills theory.
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There are a number of ways to see why we should interpret the gauge symmetry as

a redundancy of the system. Roughly speaking, all of them boil down to the statement

that the theory fails to make sense unless we identify states related by gauge transfor-

mations. This can be see classically where the equations of motion (2.9) and (2.10) do

not uniquely specify the evolution of Aµ, but only its equivalence class subject to the

identification (2.11). In the quantum theory, the gauge symmetry is needed to remove

various pathologies which arise, such as the presence of negative norm states in the

Hilbert space. A more precise explanation for the redundancy comes from appreciating

that Yang-Mills theory is a constrained system which should be analysed as such using

the technology of Dirac brackets; we will not do this here.

Our best theories of Nature are electromagnetism, Yang-Mills and general relativity.

Each is based on an underlying gauge symmetry. Indeed, the idea of gauge symmetry

is clearly something deep. Yet it is, at heart, nothing more than an ambiguity in the

language we chose to present the physics? Why should Nature revel in such ambiguity?

There are two reasons why it’s advantageous to describe Nature in terms of a redun-

dant set of variables. First, although gauge symmetry means that our presentation of

the physics is redundant, it appears to be by far the most concise presentation. For

example, we will shortly describe the gauge invariant observables of Yang-Mills theory;

they are called “Wilson lines” and can be derived from the gauge potentials Aµ. Yet

presenting a configuration of the Yang-Mills field in terms of a complete set of Wilson

lines would require vastly more information specifying the four matrix-valued fields Aµ.

The second reason is that the redundant gauge field allow us to describe the dynamics

of the theory in a way that makes manifest various properties of the theory that we hold

dear, such as Lorentz invariance and locality and, in the quantum theory, unitarity. This

is true even in Maxwell theory: the photon has two polarisation states. Yet try writing

down a field which describes the photon that has only two indices and which transforms

nicely under the SO(3, 1) Lorentz group; its not possible. Instead we introduce a field

with four indices – Aµ – and then use the gauge symmetry to kill two of the resulting

states. The same kind of arguments also apply to the Yang-Mills field, where there are

now two physical degrees of freedom associated to each generator T a.

The redundancy inherent in the gauge symmetry means that only gauge independent

quantities should be considered physical. These are the things that do not depend on

our underlying choice of description. In general relativity, we would call such objects

“coordinate independent”, and it’s not a bad metaphor to have in mind for Yang-Mills.

It’s worth pointing out that in Yang-Mills theory, the “electric field” Ei = F0i and the
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“magnetic field” Bi = −1
2
ϵijkFjk are not gauge invariant as they transform as (2.12).

This, of course, is in contrast to electromagnetism where electric and magnetic fields

are physical objects. Instead, if we want to construct gauge invariant quantities we

should work with traces such as trFµνFρσ or the Wilson lines that we will describe

below. (Note that, for simple gauge groups such as SU(N), the trace of a single field

strength vanishes: trFµν = 0.)

Before we proceed, it’s useful to think about infinitesimal gauge transformations. To

leading order, gauge transformations which are everywhere close to the identity can be

written as

Ω(x) ≈ 1 + iωa(x)T a + . . .

The infinitesimal change of the gauge field from (2.11) becomes

δAµ = ∂µω − i[Aµ, ω] ≡ Dµω

where ω = ωaT a. Similarly, the infinitesimal change of the field strength is

δFµν = i[ω, Fµν ]

Importantly, however, there are classes of gauge transformations which cannot be de-

formed so that they are everywhere close to the identity. We will study these in Section

2.2.

2.1.3 Wilson Lines and Wilson Loops

It is a maxim in physics, one that leads to much rapture, that “gravity is geometry”.

But the same is equally true of all the forces of Nature since gauge theory is rooted

in geometry. In the language of mathematics, gauge theory is an example of a fibre

bundle, and the gauge field Aµ is referred to as a connection.

We met the idea of connections in general relativity. There, the Levi-Civita connec-

tion Γρµν tells us how to parallel transport vectors around a manifold. The Yang-Mills

connection Aµ plays the same role, but now for the appropriate “electric charge”. First

we need to explain what this appropriate charge is.

Throughout this section, we will consider a fixed background Yang-Mills fields Aµ(x).

In this background, we place a test particle. The test particle is going to be under our

control: we’re holding it and we get to choose how it moves and where it goes. But

the test particle will carry an internal degree of freedom – this is the “electric charge”

– and the evolution of this internal degree of freedom is determined by the background

Yang-Mills field.
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This internal degree of freedom sits in some representation R of the Lie group G. To

start with, we will think of the particle as carrying a complex vector, w, of fixed length,

wi i = 1, . . . dimR such that w†w = constant

In analogy with QCD, we will refer to the electrically charged particles as quarks, and

to wi as the colour degree of freedom. The wi is sometimes called chromoelectric charge.

As the particle moves around the manifold, the connection Aµ (or, to dress it with all

its indices, (Aµ)
i
j = Aaµ(T

a)ij) tells this vector w how to rotate. In Maxwell theory, this

“parallel transport” is nothing more than the Aharonov-Bohm effect that we discussed

in Section 1.1. Upon being transported around a closed loop C, a particle returns

with a phase given by exp
(
i
∮
C
A
)
. We’d like to write down the generalisation of this

formula for non-Abelian gauge theory. For a particle moving with worldline xµ(τ), the

rotation of the internal vector w is governed by the parallel transport equation

i
dw

dτ
=
dxµ

dτ
Aµ(x)w (2.13)

The factor of i ensues that, with Aµ Hermitian, the length of the vector w†w remains

constant. Suppose that the particle moves along a curve C, starting at xµi = xµ(τi) and

finishing at xµf = xµ(τf ). Then the rotation of the vector depends on both the starting

and end points, as well as the path between them,

w(τf ) = U [xi, xf ;C]w(τi)

where

U [xi, xf ;C] = P exp

(
i

∫ τf

τi

dτ
dxµ

dτ
Aµ(x(τ))

)
= P exp

(
i

∫ xf

xi

A

)
(2.14)

where P stands for path ordering. It means that when expanding the exponential, we

order the matrices Aµ(x(τ)) so that those at earlier times are placed to the left. (We

met this notation previously in the lectures on quantum field theory when discussing

Dyson’s formula and you can find more explanation there.) The object U [xi, xf ;C] is

referred to as the Wilson line. Under a gauge transformation Ω(x), it changes as

U [xi, xf ;C]→ Ω(xi)U [xi, xf ;C] Ω
†(xf )

If we take the particle on a closed path C, this object tells us how the vector w differs

from its starting value. In mathematics, this notion is called holonomy. In this case,

we can form a gauge invariant object known as the Wilson loop,

W [C] = trP exp

(
i

∮
A

)
(2.15)
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The Wilson loopW [C] depends on the representation R of the gauge field, and its value

along the path C. This will play an important role in Section 2.5 when we describe

ways to test for confinement.

Quantising the Colour Degree of Freedom

Above we viewed the colour degree of freedom as a vector w. This is a very classical

perspective. It is better to think of each quark as carrying a finite dimensional Hilbert

space Hquark, of dimension dimHquark = dimR.

Here we will explain how to accomplish this. This will provide yet another perspec-

tive on the Wilson loop. What follows also offers an opportunity to explain a basic

aspect of quantum mechanics which is often overlooked when we first meet the subject.

The question is the following: what classical system gives rise to a finite dimensional

quantum Hilbert space? Even the simplest classical systems that we meet as under-

graduates, such as the harmonic oscillator, give rise to an infinite dimensional Hilbert

space. Instead, the much simpler finite dimensional systems, such as the spin of the

electron, are typically introduced as having no classical analog. Here we’ll see that

there is an underlying classical system and that it’s rather simple.

We’ll stick with a G = SU(N) gauge theory. We consider a single test particle and

attach to it a complex vector w, but this time we will insist that w has dimension N .

We will restrict its length to be

w†w = κ (2.16)

The action which reproduces the equation of motion (2.13) is

Sw =

∫
dτ iw†dw

dt
+ λ(w†w − κ) + w†A(x(τ))w (2.17)

where λ is a Lagrange multiplier to impose the constraint (2.16), and where A =

Aµ dx
µ/dτ is to be thought of as a fixed background gauge field Aµ(x) which varies in

time in some fixed way as the particle moves along the path xµ(τ).

Perhaps surprisingly, the action (2.17) has a U(1) worldline gauge symmetry. This

acts as

w → eiαw and λ→ λ+ α̇

for any α(τ). Physically, this gauge symmetry means that we should identify vectors

which differ only by a phase: wγ ∼ eiαwγ. Since we already have the constraint (2.16),

this means that the vectors parameterise the projective space S2N−1/U(1) ∼= CPN−1.
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Importantly, our action is first order in time derivatives rather than second order.

This means that the momentum conjugate to w is iw† and, correspondingly, CPN−1

is the phase space of the system rather than the configuration space. This, it turns

out, is the key to getting a finite dimensional Hilbert space: you should quantise a

system with a finite volume phase space. Indeed, this fits nicely with the old-fashioned

Bohr-Sommerfeld view of quantisation in which one takes the phase space and assigns a

quantum state to each region of extent ∼ ℏ. A finite volume then gives a finite number

of states.

We can see this in a more straightforward way doing canonical quantisation. The

unconstrained variables wi obey the commutation relations

[wi, w
†
j ] = δij (2.18)

But we recognise these as the commutation relations of creation and annihilation op-

erators. We define a “ground state” |0⟩ such that wi|0⟩ = 0 for all i = 1, . . . , N . A

general state in the Hilbert space then takes the form

|i1, . . . , in⟩ = w†
i1
. . . w†

in
|0⟩ (2.19)

However, we also need to take into account the constraint (2.16). Note that this now

arises as the equation of motion for the worldine gauge field λ. As such, it is analogous

to Gauss’ law when quantising Maxwell theory and we should impose it as a constraint

that defines the physical Hilbert space. There is an ordering ambiguity in defining this

constraint in the quantum theory: we chose to work with the normal ordered constraint

(w†
iwi − κ)|phys⟩ = 0

This tells us that the physical spectrum of the theory has precisely κ excitations. In this

way, we restrict from the infinite dimensional Hilbert space (2.19) to a finite dimensional

subspace. However, clearly this restriction only makes sense if we take

κ ∈ Z+ (2.20)

This is interesting. We have an example where a parameter in an action can only

take integer values. We will see many further examples as these lectures progress.

In the present context, the quantisation of κ means that the CPN−1 phase space of

the system has a quantised volume. Again, this sits nicely with the Bohr-Sommerfeld

interpretation of dividing the phase space up into parcels.

– 36 –



For each choice of κ, the Hilbert space inherits an action under the SU(N) symmetry.

For example:

• κ = 0: The Hilbert space consists of a single state, |0⟩. This is equivalent to

putting a particle in the trivial representation of the gauge group.

• κ = 1: The Hilbert space consists of N states, w†
i |0⟩. This describes a particle

transforming in the fundamental representation of the SU(N) gauge group.

• κ = 2: The Hilbert space consists of 1
2
N(N + 1) states, w†

iw
†
j |0⟩, transforming in

the symmetric representation of the gauge group.

In this way, we can build any symmetric representation of SU(N). If we were to treat

the degrees of freedom wi as Grassmann variables, and so replace the commutators in

(2.18) with anti-commutators, {wi, w†
j} = δij, then it’s easy to convince yourself that

we would end up with particles in the anti-symmetric representations of SU(N).

The Path Integral over the Colour Degrees of Freedom

We can also study the quantum mechanical action (2.17) using the path integral. Here

we fix the background gauge field Aµ and integrate only over the colour degrees of

freedom w(τ) and the Lagrange multiplier λ(τ).

First, we ask: how can we see the quantisation condition of κ (2.20) in the path

integral? There is a rather lovely topological argument for this, one which will be

repeated a number of times in subsequent chapters. The first thing to note is that the

term κλ in the Lagrangian transforms as a total derivative under the gauge symmetry.

Naively we might think that we can just ignore this. However, we shouldn’t be quite

so quick as there are situations where this term is non-vanishing.

Suppose that we think of the worldline of the system, parameterised by τ ∈ S1 rather

than R. Then we can consider gauge transformations α(τ) in which α winds around

the circle, so that
∫
dτ α̇ = 2πn for some n ∈ Z. The action (2.17) would then change

as

Sw → Sw + 2πκn

under a gauge transformation which seems bad. However, in the quantum theory it’s

not the action Sw that we have to worry about but eiSw because this is what appears

in the path integral. And eiSw is gauge invariant provided that κ ∈ Z.
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It is not difficult to explicitly compute the path integral. For convenience, we’ll set

κ = 1, so we’re looking at objects in the N representation of SU(N). It’s not hard to

see that the path integral over λ causes the partition function to vanish unless we put

in two insertions of w. We should therefore compute

Zw[A] :=

∫
DλDwDw† eiSw(w,λ;A)wi(τ =∞)w†

i (τ = −∞)

The insertion at τ = −∞ can be thought of as placing the particle in some particular

internal state. The partition function measures the amplitude that it remains in that

state at τ = +∞

We next perform the path integral over w and w†. This is tantamount to summing

a series of diagrams like this:

+ += +   ....

where the straight lines are propagators for wi which are simply θ(τ1 − τ2)δij, while

the dotted lines represent insertions of the gauge fields A. It’s straightforward to sum

these. The final result is something familiar:

Zw[A] = trP exp

(
i

∫
dτ A(τ)

)
(2.21)

This, of course, is the Wilson loop W [C]. We see that we get a slightly different

perspective on theWilson loop: it arises by integrating out the colour degrees of freedom

of the quark test particle.

2.2 The Theta Term

The Yang-Mills action is the obvious generalisation of the Maxwell action,

SYM = − 1

2g2

∫
d4x trF µνFµν

There is, however, one further term that we can add which is Lorentz invariant, gauge

invariant and quadratic in field strengths. This is the theta term,

Sθ =
θ

16π2

∫
d4x tr ⋆F µνFµν (2.22)

where ⋆F µν = 1
2
ϵµνρσFρσ. Clearly, this is analogous to the theta term that we met in

Maxwell theory in Section 1.2. Note, however, that the canonical normalisation of the
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Yang-Mills theta term differs by a factor of 1
2
from the Maxwell term (a fact which is

a little hidden in this notation because it’s buried in the definition of the trace (2.2)).

We’ll understand why this is the case below. (A spoiller: it’s because the periodicity of

the Maxwell theta term arises from the first Chern number, c1(A)
2 while the periodicity

of the non-Abelian theta-term arises from the second Chern number c2(A).)

The non-Abelian theta term shares a number of properties with its Abelian counter-

part. In particular,

• The theta term is a total derivative. It can be written as

Sθ =
θ

8π2

∫
d4x ∂µK

µ (2.23)

where

Kµ = ϵµνρσtr

(
Aν∂ρAσ −

2i

3
AνAρAσ

)
(2.24)

This means that, as in the Maxwell case, the theta term does not change the

classical equations of motion.

• θ is an angular variable. For simple gauge groups, it sits in the range

θ ∈ [0, 2π)

This follows because the total derivative (2.23) counts the winding number of

a gauge configuration known as the Pontryagin number such that, evaluated on

any configuration, Sθ = θn with n ∈ Z. This is similar in spirit to the kind of

argument we saw in Section 1.2.4 for the U(1) theta angle, although the details

differ because non-Abelian gauge groups have a different topology from their

Abelian cousins. We will explain this in the rest of this section and, from a

slightly different perspective, in Section 2.3.

There can, however, be subtleties associated to discrete identifications in the

gauge group in which case the range of θ should be extended. We’ll discuss this

in more detail in Section 2.6.

In Section 1.2, we mostly focussed on situations where θ varies in space. This kind

of “topological insulator” physics also applies in the non-Abelian case. However, as

we mentioned above, the topology of non-Abelian gauge groups is somewhat more

complicated. This, it turns out, affects the spectrum of states in the Yang-Mills theory

even when θ is constant. The purpose of this section is to explore this physics.

– 39 –



2.2.1 Canonical Quantisation of Yang-Mills

Ultimately, we want to see how the θ term affects the quantisation of Yang-Mills. But

we can see the essence of the issue already in the classical theory where, as we will now

show, the θ term results in a shift to the canonical momentum. The full Lagrangian is

L = − 1

2g2
trF µνFµν +

θ

16π2
tr ⋆F µνFµν (2.25)

To start, we make use of the gauge redundancy to set

A0 = 0

With this ansatz, the Lagrangian becomes

L =
1

g2
tr
(
Ȧ2 −B2

)
+

θ

4π2
tr Ȧ ·B (2.26)

Here Bi = −1
2
ϵijkFjk is the non-Abelian magnetic field (sometimes called the chromo-

magnetic field). Meanwhile, the non-Abelian electric field is Ei = Ȧi. I’ve chosen not to

use the electric field notation in (2.26) as the Ȧ terms highlight the canonical structure.

Note that the θ term is linear in time derivatives; this is reminiscent of the effect of a

magnetic field in Newtonian particle mechanics and we will see some similarities below.

The Lagrangian (2.26) is not quite equivalent to (2.25); it should be supplemented

by the equation of motion for A0. In analogy with electromagnetism, we refer to this

as Gauss’ law. It is

DiEi = 0 (2.27)

This is a constraint which should be imposed on all physical field configurations.

The momentum conjugate to A is

π =
∂L
∂Ȧ

=
1

g2
E+

θ

8π2
B

From this we can build the Hamiltonian

H =
1

g2
tr
(
E2 +B2

)
(2.28)

We see that, when written in terms of the electric field E, neither the constraint (2.27)

nor the Hamiltonian (2.28) depend on θ; all of the dependence is buried in the Poisson
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bracket structure. Indeed, when written in terms of the canonical momentum π, the

constraint becomes

Diπi = 0

where the would-be extra term DiBi = 0 by virtue of the Bianchi identity (2.10).

Meanwhile the Hamiltonian becomes

H = g2tr

(
π − θ

8π2
B

)2

+
1

g2
trB2

It is this θ-dependent shift in the canonical momentum which affects the quantum

theory.

Building the Hilbert Space

Let’s first recall how we construct the physical Hilbert space of Maxwell theory where,

for now, we set θ = 0. For this Abelian theory, Gauss’ law (2.27) is linear in A and

it is equivalent to ∇ · A = 0. This makes it simple to solve: the constraint kills the

longitudinal photon mode, leaving us with two, physical transverse modes. We can then

proceed to build the Hilbert space describing just these physical degrees of freedom.

This was the story we learned in our first course on Quantum Field Theory.

In contrast, things aren’t so simple in Yang-Mills theory. Now the Gauss’ law (2.27)

is non-linear and it’s not so straightforward to solve the constraint to isolate only the

physical degrees of freedom. Instead, we proceed as follows. We start by constructing an

auxiliary Hilbert space built from all spatial gauge fields: we call these states |A(x, t)⟩.
The physical Hilbert space is then defined as those states |phys⟩ which obey

DiEi |phys⟩ = 0 (2.29)

Note that we do not set DiEi = 0 as an operator equation; this would not be compatible

with the commutation relations of the theory. Instead, we use it to define the physical

states.

There is an alternative way to think about the constraint (2.29). After we’ve picked

A0 = 0 gauge, we still have further time-independent gauge transformations of the form

A→ ΩAΩ−1 + iΩ∇Ω−1

Among these are global gauge transformations which, in the limit x → ∞, asymptote

to Ω→ constant ̸= 1. These are sometimes referred to as large gauge transformations.
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They should be thought of as global, physical symmetries rather than redundancies.

A similar interpretation holds in Maxwell theory where the corresponding conserved

quantity is electric charge. In the present case, we have a conserved charge for each

generator of the gauge group. The form of the charge follows from Noether’s theorem

and, for the gauge transformation Ω = eiω, is given by

Q(ω) =

∫
d3x tr (π · δA)

=
1

g2

∫
d3x tr

(
Ei +

θg2

8π2
Bi

)
Diω (2.30)

= − 1

g2

∫
d3x tr (DiEi ω)

where we’ve used the fact that DiBi = 0. This is telling us that the Gauss’ law

Ga = (DiEi)a plays the role of the generator of the gauge symmetry. The constraint

(2.29) is the statement that we are sitting in the gauge singlet sector of the Hilbert

space where, for all ω, Q(ω) = 0.

2.2.2 The Wavefunction and the Chern-Simons Functional

It’s rare in quantum field theory that we need to resort to the old-fashioned Schrödinger

representation of the wavefunction. But we will find it useful here. We will think of

the states in the auxiliary Hilbert space as wavefunctions of the form Ψ(A). (Strictly

speaking, these are wavefunctionals because the argument A(x) is itself a function.)

In this language, the canonical momentum πi is, as usual in quantum mechanics,

πi = −iδ/δAi. The Gauss’ law constraint then becomes

Di
(
−i δΨ
δAi

)
= 0 (2.31)

Meanwhile, the Schrödinger equation is

HΨ = g2tr

(
−i δ
δA
− θ

8π2
B

)2

Ψ+
1

g2
trB2Ψ = EΨ (2.32)

This is now in a form that should be vaguely familiar from our first course in quantum

mechanics, albeit with an infinite number of degrees of freedom. All we have to do is

solve these equations. That, you may not be surprised to hear, is easier said than done.
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We can, however, try to see the effect of the θ term. Suppose that we find a physical,

energy eigenstate — call it Ψ0(A) — that solves both (2.31), as well as the Schrödinger

equation (2.32) with θ = 0. That is,

−g2tr δ
2Ψ0

δA
+

1

g2
trB2Ψ0 = EΨ0 (2.33)

Now consider the following state

Ψ(A) = eiθW [A] Ψ0(A) (2.34)

where W (A) is given by

W (A) =
1

8π2

∫
d3x ϵijk tr

(
FijAk +

2i

3
AiAjAk

)
(2.35)

This is known as the Chern-Simons functional. It has a number of beautiful and subtle

properties, some of which we will see below, some of which we will explore in Section

8. It also plays an important role in the theory of the Quantum Hall Effect. Note that

we’ve already seen the expression (2.35) before: when we wrote the θ term as a total

derivative (2.24), the temporal component was K0 = 4π2W .

For now, the key property of W (A) that we will need is

δW (A)

δAi
=

1

8π2
ϵijkFjk =

1

4π2
Bi

which gives us the following relation,

−iδΨ(A)

δAi
= −ieiθW [A] δΨ0(A)

δAi
+

θ

4π2
BiΨ(A)

This ensures that Ψ satisfies the Gauss law constraint (2.31). (To see this, you need

to convince yourself that the Di in (2.31) acts only on δΨ0/δAi in the first term above

and on Bi in the second and then remember that DiBi = 0 by the Bianchi identity.)

Moreover, if Ψ0 obeys the Schrödinger equation (2.33), then Ψ will obey the Schrödinger

equation (2.32) with general θ.

The above would seem to show that if we can construct a physical state Ψ0 with

energy E when θ = 0 then we can dress this with the Chern-Simons functional eiθW (A)

to construct a state Ψ which has the same energy E when θ ̸= 0. In other words, the

physical spectrum of the theory appears to be independent of θ. In fact, this conclusion

is wrong! The spectrum does depend on θ. To understand the reason behind this, we

have to look more closely at the Chern-Simons functional (2.35).
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Is the Chern-Simons Functional Gauge Invariant?

The Chern-Simons functional W [A] is not obviously gauge invariant. In fact, not only

is it not obviously gauge invariant, it turns out that it’s not actually gauge invariant!

But, as we now explain, it fails to be gauge invariant in an interesting way.

Let’s see what happens. In A0 = 0 gauge, we can still act with time-independent

gauge transformations Ω(x) ∈ G, under which

A→ ΩAΩ−1 + iΩ∇Ω−1

The spatial components of the field strength then changes as Fij → ΩFijΩ
−1. It is not

difficult to check that the Chern-Simons functional (2.35) transforms as

W [A]→ W [A] +
1

4π2

∫
d3x

{
iϵijk∂jtr (∂iΩΩ−1Ak)−

1

3
ϵijktr (Ω−1∂iΩΩ−1∂jΩΩ−1∂kΩ)

}
The first term is a total derivative. It has an interesting role to play on manifolds with

boundaries but will not concern us here. Instead, our interest lies in the second term.

This is novel to non-Abelian gauge theories and has a beautiful interpretation.

To understand this interpretation, we need to understand something about the topol-

ogy of non-Abelian gauge transformations. As we now explain, these gauge transfor-

mations fall into different classes.

We’ve already met the first classification of gauge transformations. Those with Ω ̸= 1

at spatial infinity, S2
∞
∼= ∂R3, are to be thought of as global symmetries. The remaining

gauge symmetries have Ω = 1 on S2
∞. These are the ones that we are interested in

here.

Insisting that Ω → 1 at S2
∞ is equivalent to working on spatial S3 rather than R3.

Each gauge transformation with this property then defines a map,

Ω(x) : S3 7→ G

Such maps fall into disjoint classes. This arises because the gauge transformations can

“wind” around the spatial S3, in such a way that one gauge transformation cannot be

continuously transformed into another. We’ll meet this kind of idea a lot throughout

these lectures. Such maps are characterised by homotopy theory. In general, we will

be interested in the different classes of maps from spheres Sn into some space X. Two

maps are said to be homotopic if they can be continuously deformed into each other.
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The homotopically distinct maps are classified by the group Πn(X). For us, the relevant

formula is

Π3(G) = Z

for all simple, compact Lie groups G. In words, this means that the winding of gauge

transformations is classified by an integer n. This statement is intuitive for G = SU(2)

since SU(2) ∼= S3, so the homotopy group counts the winding of maps from S3 7→ S3.

For higher dimensional G, it turns out that it’s sufficient to pick an SU(2) subgroup of

G and consider maps which wind within that. It turns out that these maps cannot be

unwound within the larger G. Moreover, all topologically non-trivial maps within G

can be deformed to lie within an SU(2) subgroup. It can be shown that this winding

is computed by,

n(Ω) =
1

24π2

∫
S3

d3S ϵijktr (Ω−1∂iΩΩ−1∂jΩΩ−1∂kΩ) (2.36)

We claim that this expression always spits out an integer n(Ω) ∈ Z. This integer

characterises the gauge transformation. It’s simple to check that n(Ω1Ω2) = n(Ω1) +

n(Ω2).

An Example: SU(2)

We won’t prove that the expression (2.36) is an integer which counts the winding.

We will, however, give a simple example which illustrates the basic idea. We pick

gauge group G = SU(2). This is particularly straightforward because, as a manifold,

SU(2) ∼= S3 and it seems eminently plausible that Π3(S
3) ∼= Z.

In this case, it is not difficult to give an explicit mapping which has winding number

n. Consider the radially symmetric gauge transformation

Ωn(x) = exp

(
iω(r)

σix̂
i

2

)
= cos

(ω
2

)
+ i sin

(ω
2

)
σi · x̂i (2.37)

where ω(r) is some monotonic function such that

ω(r) =

{
0 r = 0

4πn r =∞

Note that whenever ω is a multiple of 4π then Ω = e2πiσix̂
i
= 1. This means that

as we move out radially from the origin, the gauge transformation (2.37) is equal to

the identity n times, starting at the origin and then on successive spheres S2 before it
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reaches the identity the final time at infinity S2
∞. If we calculate the winding (2.36) of

this map, we find

n(Ωn) = n

For more general non-Abelian gauge groups G, one can always embed the winding

Ωn(x) into an SU(2) subgroup. It turns out that it is not possible to unwind this

by moving in the larger G. Moreover, the converse also holds: given any non-trivial

winding Ω(x) in G, one can always deform Ω(x) until it sits entirely within an SU(2)

subgroup.

The Chern-Simons Functional is not Gauge Invariant!

We now see the relevance of these topologically non-trivial gauge transformations.

Dropping the boundary term, the transformation of the Chern-Simons functional is

W [A]→ W [A] + n

We learn that the Chern-Simons functional is not quite gauge invariant. But it only

changes under topologically non-trivial gauge transformations, where it shifts by an

integer.

What does this mean for our wavefunctions? We will require that our wavefunctions

are gauge invariant, so that Ψ(A′) = Ψ(A) with A′ = ΩAΩ−1 + iΩ∇Ω−1. Now,

however, we see the problem with our dressing argument. Suppose that we find a

wavefunction Ψ0(A) which is a state when θ = 0 and is gauge invariant. Then the

dressed wavefunction

Ψ(A) = eiθW [A] Ψ0(A) (2.38)

will indeed solve the Schrödinger equation for general θ. But it is not gauge invariant:

instead it transforms as Ψ(A′) = eiθnΨ(A).

This then, is the way that the θ angle shows up in the states. We do require that

Ψ(A) is gauge invariant which means that it’s not enough to simply dress the θ = 0

wavefunctions Ψ0(A) with the Chern-Simons functional eiθW [A]. Instead, if we want to

go down this path, we must solve the θ = 0 Schrödinger equation with the requirement

that Ψ0(A
′) = e−iθnΨ0(A), so that this cancels the additional phase coming from the

dressing factor so that Ψ(A) is gauge invariant.

There is one last point: the value of θ only arises in the phase eiθn with n ∈ Z. This,

is the origin of the statement of that θ is periodic mod 2π. We take θ ∈ [0, 2π).
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We have understood that the spectrum does depend on θ. But we have not un-

derstood how the spectrum depends on θ. That is much harder. We will not have

anything to say here, but will return to this a number of times in these lectures, both

in Section 2.3 where we discuss instantons and in Section 6 when we discuss the large

N expansion.

2.2.3 Analogies From Quantum Mechanics

There’s an analogy that exhibits some (but not all) of the ideas above in a much simpler

setting. Consider a particle of unit charge, restricted to move on a circle of radius R.

Through the middle of the circle we thread a magnetic flux Φ. Because the particle sits

away from the magnetic field, its classical motion is unaffected by the flux. Nonetheless,

the quantum spectrum does depend on the flux and this arises for reasons very similar

to those described above.

Let’s recall how this works. The Hamiltonian for the particle is

H =
1

2m

(
−i ∂
∂x

+
Φ

2πR

)2

We can now follow our previous train of logic. Suppose that we found a state Ψ0

which is an eigenstate of the Hamiltonian when Φ = 0. We might think that we could

then just write down the new state Ψ = e−iΦx/2πRΨ0 which is an eigenstate of the

Hamiltonian for non-zero Φ. However, as in the Yang-Mills case above, this is too

quick. For our particle on a circle, it’s not large gauge transformations that we have

to worry about; instead, it’s simply the requirement that the wavefunction is single

valued. The dressing factor eiΦx/2πR is only single valued if Φ is a multiple of 2π.

Of course, the particle moving on a circle is much simpler than Yang-Mills. Indeed,

there is no difficulty in just solving it explicitly. The single-valued wavefunctions have

the property that they are actually independent of Φ. (There is no reason to believe

that this property also holds for Yang-Mills.) They are

Ψ =
1√
2πR

einx/R n ∈ Z

These solve the Schrödinger equation HΨ = EΨ with energy

E =
1

2mR2

(
n+

Φ

2π

)2

n ∈ Z (2.39)

We see that the spectrum of the theory does depend on the flux Φ, even though the

particle never goes near the region with magnetic field. Moreover, as far as the particle

is concerned, the flux Φ is a periodic variable, with periodicity 2π. In particular, if Φ

is an integer multiple of 2π, then the spectrum of the theory is unaffected by the flux.
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The Theta Angle as a “Hidden” Parameter

There is an alternative way to view the problem of the particle moving on a circle. We

explain this here before returning to Yang-Mills where we offer the same viewpoint.

This new way of looking at things starts with a question: why should we insist that the

wavefunction is single-valued? After all, we only measure probability |Ψ|2, which cares

nothing for the phase. Does this mean that it’s consistent to work with wavefunctions

that are not single-valued around the circle?

The answer to this question is “yes”. Let’s see how it works. Consider the Hamilto-

nian for a free particle on a circle of radius R,

H = − 1

2m

∂2

∂x2
(2.40)

In this way of looking at things, the Hamiltonian contains no trace of the flux. Instead,

it will arise from the boundary conditions that we place on the wavefunction. We will

not require that the wavefunction is single valued, but instead that it comes back to

itself up to some specified phase Φ, so that

Ψ(x+ 2πR) = eiΦ Ψ(x)

The eigenstates of (2.40) with this requirement are

Ψ =
1√
2πR

ei(n+Φ/2π)x/R n ∈ Z

The energy of these states is again given by (2.39). We learn that allowing for more

general wavefunctions doesn’t give any new physics. Instead, it allows for a different

perspective on the same physics, in which the presence of the flux does not appear

in the Hamiltonian, but instead is shifted to the boundary conditions imposed on the

wavefunction. In this framework, the phase Φ is sometimes said to be a “hidden”

parameter because you don’t see it directly in the Hamiltonian.

We can now ask this same question for Yang-Mills. We’ll start with Yang-Mills theory

in the absence of a θ term and will see how we can recover the states with θ ̸= 0. Here,

the analog question is whether the wavefunction Ψ0(A) should really be gauge invariant,

or whether we can suffer an additional phase under a gauge transformation. The phase

that the wavefunction picks up should be consistent with the group structure of gauge

transformations: this means that we are looking for a one-dimensional representation

(the phase) of the group of gauge transformations.
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Topologically trivial gauge transformations (which have n(Ω) = 0) can be continu-

ously connected to the identity. For these, there’s no way to build a non-trivial phase

factor consistent with the group structure: it must be the case that Ψ0(A
′) = Ψ0(A)

whenever A′ = ΩAΩ−1 + iΩ∇Ω−1 with n(Ω) = 0.

However, things are different for the topologically non-trivial gauge transformations.

As we’ve seen above, these are labelled by their winding n(Ω) ∈ Z. One could require

that, under these topologically non-trivial gauge transformations, the wavefunction

changes as

Ψ0(A
′) = e−iθnΨ0(A) (2.41)

for some choice of θ ∈ [0, 2π). This is consistent with consecutive gauge transformations

because n(Ω1Ω2) = n(Ω1) + n(Ω2). In this way, we introduce an angle θ into the

definition of the theory through the boundary conditions on wavefunctions.

It should be clear that the discussion above is just another way of stating our earlier

results. Given a wavefunction which transforms as (2.41), we can always dress it with a

Chern-Simons functional as in (2.38) to construct a single-valued wavefunction. These

are just two different paths that lead to the same conclusion. We’ve highlighted the

“hidden” interpretation here in part because it is often the way the θ angle is introduced

in the literature. Moreover, as we will see in more detail in Section 2.3, it is closer in

spirit to the way the θ angle appears in semi-classical tunnelling calculations.

Another Analogy: Bloch Waves

There’s another analogy which is often wheeled out to explain how θ affects the states.

This analogy has some utility, but it also has some flaws. I’ll try to highlight both

below.

So far our discussion of the θ angle has been for all states in the Hilbert space. For this

analogy, we will focus on the ground state. Moreover, we will work “semi-classically”,

which really means “classically” but where we use the language of wavefunctions. I

should stress that this approximation is not valid: as we will see in Section 2.4, Yang-

Mills theory is strongly coupled quantum theory, and the true ground state will bear

no resemblance to the classical ground state. The purpose of what follows is merely to

highlight the basic structure of the Hilbert space.

With these caveats out the way, let’s proceed. The classical ground states of Yang-

Mills are pure gauge configurations. This means that they take the form

A = iV∇V −1 (2.42)
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for some V (x) ∈ G. But, as we’ve seen above, such configurations are labelled by the

integer n(V ). This is a slightly different role for the winding: now it is labelling the

zero energy states in the theory, as opposed to gauge transformations. At the semi-

classical level, the configurations (2.42) map into quantum states. Since the classical

configurations are labelled by an integer n(V ), this should carry over to the quantum

Hilbert space. We call the corresponding ground states |n⟩ with n ∈ Z.

If we were to stop here, we might be tempted to conclude that Yang-Mills has multiple

ground states, |n⟩. But this would be too hasty. All of these ground states are connected

by gauge transformations. But the gauge transformations itself must have non-trivial

topology. Specifically, if Ω is a gauge transformation with n(Ω) = n′ then Ω|n⟩ =
|n+ n′⟩.

The true ground state, like all states in the Hilbert space, should obey (2.41). For

our states, this reads

Ω|Ψ⟩ = eiθn
′ |Ψ⟩

This means that the physical ground state of the system is a coherent sum over all the

states |n⟩. It takes the form

|θ⟩ =
∑
n

eiθn|n⟩ (2.43)

This is the semi-classical approximation to the ground state of Yang-Mills theory. These

states are sometimes referred to as theta vacua. Once again, I stress that the semi-

classical approximation is a rubbish approximation in this case! This is not close to

the true ground state of Yang-Mills.

Now to the analogy, which comes from condensed matter physics. Consider a particle

moving in a one-dimensional periodic potential

V (x) = V (x+ a)

Classically there are an infinite number of ground states corresponding the minima of

the potential. We describe these states as |n⟩ with n ∈ Z. However, we know that these

aren’t the true ground states of the Hamiltonian. These are given by Bloch’s theorem

which states that all eigenstates have the form

|k⟩ =
∑
n

eikan|n⟩ (2.44)
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for some k ∈ [−π/a, π/a) called the lattice momentum. Clearly there is a parallel

between (2.43) and (2.44). In some sense, the θ angle plays a role in Yang-Mills similar

to the combination ka for a particle in a periodic potential. This similarity can be traced

to the underlying group theory structure. In both cases there is a Z group action on the

states. For the particle in a lattice, this group is generated by the translation operator;

for Yang-Mills it is generated by the topologically non-trivial gauge transformation

with n(Ω) = 1.

There is, however, an important difference between these two situations. For the

particle in a potential, all the states |k⟩ lie in the Hilbert space. Indeed, the spec-

trum famously forms a band labelled by k. In contrast, in Yang-Mills theory there is

only a single state: each theory has a specific θ which picks out one state from the

band. This can be traced to the different interpretation of the group generators. The

translation operator for a particle is a genuine symmetry, moving one physical state to

another. In contrast, the topologically non-trivial gauge transformation Ω is, like all

gauge transformations, a redundancy: it relates physically identical states, albeit it up

to a phase.

2.3 Instantons

We have argued that the theta angle is an important parameter in Yang-Mills, changing

the spectrum and correlation functions of the theory. This is in contrast to electro-

magnetism where θ only plays a role in the presence of boundaries (such as topological

insulators) or magnetic monopoles. It is natural to ask: how do we see this from the

path integral?

To answer this question, recall that the theta term is a total derivative

Sθ =
θ

16π2

∫
d4x tr ⋆F µνFµν =

θ

8π2

∫
d4x ∂µK

µ

where

Kµ = ϵµνρσtr

(
Aν∂ρAσ −

2i

3
AνAρAσ

)
This means that if a field configuration is to have a non-vanishing value of Sθ, then it

must have something interesting going on at infinity.

At this point, we do something important: we Wick rotate so that we work in

Euclidean spacetime R4. We will explain the physical significance of this in Section

2.3.2. Configurations that have finite action SYM must asymptote to pure gauge,

Aµ → iΩ∂µΩ
−1 as x→∞ (2.45)
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with Ω ∈ G. This means that finite action, Euclidean field configurations involve a

map

Ω(x) : S3
∞ 7→ G

But we have met such maps before: they are characterised by the homotopy group

Π3(G) = Z. Plugging this asymptotic ansatz (2.45) into the action Sθ, we have

Sθ = θν (2.46)

where ν ∈ Z is an integer that tells us the number of times that Ω(x) winds around

the asymptotic S3
∞,

ν(Ω) =
1

24π2

∫
S3
∞

d3S ϵijktr (Ω∂iΩ
−1)(Ω∂jΩ

−1)(Ω∂kΩ
−1) (2.47)

This is the same winding number that we met previously in (2.36).

This discussion is mathematically identical to the classification of non-trivial gauge

transformations in Section 2.2.2. However, the physical setting is somewhat different.

Here we are talking about maps from the boundary of (Euclidean) spacetime S3
∞,

while in Section 2.2.2 we were talking about maps from a spatial slice, R3, suitably

compactified to become S3. We will see the relationship between these in Section 2.3.2.

2.3.1 The Self-Dual Yang-Mills Equations

Among the class of field configurations with non-vanishing winding ν there are some

that are special: these solve the classical equations of motion,

DµF µν = 0 (2.48)

There is a cute way of finding solutions to this equation. The Yang-Mills action is

SYM =
1

2g2

∫
d4x trFµνF

µν

Note that in Euclidean space, the action comes with a + sign. This is to be contrasted

with the Minkowski space action (2.8) which comes with a minus sign. We can write

this as

SYM =
1

4g2

∫
d4x tr (Fµν ∓ ⋆Fµν)

2 ± 1

2g2

∫
d4x trFµν

⋆F µν ≥ 8π2

g2
|ν|
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where, in the last line, we’ve used the result (2.46). We learn that in the sector with

winding ν, the Yang-Mills action is bounded by 8π2|ν|/g2. The action is minimised

when the bound is saturated. This occurs when

Fµν = ±⋆ Fµν (2.49)

These are the (anti) self-dual Yang-Mills equations. The argument above shows that

solutions to these first order equations necessarily minimise the action is a given topo-

logical sector and so must solve the equations of motion (2.48). In fact, it’s straightfor-

ward to see that this is the case since it follows immediately from the Bianchi identity

Dµ⋆F µν = 0. The kind of “completing the square” trick that we used above, where we

bound the action by a topological invariant, is known as the Bogomolnyi bound. We’ll

see it a number of times in these lectures.

Solutions to the (anti) self-dual Yang-Mills equations (2.49) are known as instantons.

This is because, as we will see below, the action density is localised at both a point in

space and at an instant in (admittedly, Euclidean) time. They contribute to the path

integral with a characteristic factor

e−Sinstanton = e−8π2|ν|/g2eiθν (2.50)

Note that the Yang-Mills contribution is real because we’ve Wick rotated to Euclidean

space. However, the contribution from the theta term remains complex even after Wick

rotation. This is typical behaviour for such topological terms that sit in the action with

epsilon symbols.

A Single Instanton in SU(2)

We will focus on gauge group G = SU(2) and solve the self-dual equations Fµν =
⋆Fµν

with winding number ν = 1. As we’ve seen, asymptotically the gauge field must be

pure gauge, and so takes the form Aµ → iΩ∂µΩ
−1. An example of a map Ω(x) ∈ SU(2)

with winding ν = 1 is given by

Ω(x) =
xµσ

µ

√
x2

where σµ = (1,−iσ⃗)

with this choice, the asymptotic form of the gauge field is given by3

Aµ → iΩ∂µΩ
−1 =

1

x2
ηiµνx

νσi as x→∞

3In the lecture notes on Solitons, the instanton solution was presented in singular gauge, where it

takes a similar, but noticeably different form.
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Here the ηiµν are usually referred to as ’t Hooft matrices. They are three 4× 4 matrices

which provide an irreducible representation of the su(2) Lie algebra. They are given

by

η1µν =

 0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0

 , η2µν =

 0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0

 , η3µν =

 0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0


These matrices are self-dual: they obey 1

2
ϵµνρση

i
ρσ = ηiµν . This will prove important.

(Note that we’re not being careful about indices up vs down as we are in Euclidean

space with no troublesome minus signs.) The full gauge potential should now be of

the form Aµ = if(x)Ω∂µΩ
−1 for some function f(x) → 1 as x → ∞. The right choice

turns out to be f(x) = x2/(x2 + ρ2) where ρ is a parameter whose role will be clarified

shortly. We then have the gauge field

Aµ =
1

x2 + ρ2
ηiµνx

νσi (2.51)

You can check that the associated field strength is

Fµν = −
2ρ2

(x2 + ρ2)2
ηiµνσ

i

This inherits its self-duality from the ’t Hooft matrices and therefore solves the Yang-

Mills equations of motion.

The instanton solution (2.51) is not unique. By acting on this solution with various

symmetries, we can easily generate more solutions. The most general solution with

winding ν = 1 depends on 8 parameters which, in this context, are referred to as

collective coordinates. Each of them is has a simple explanation:

• The instanton solution above is localised at the origin. But we can always generate

a new solution localised at any point X ∈ R4 simply by replacing xµ → xµ −Xµ

in (2.51). This gives 4 collective coordinates.

• We’ve kept one parameter ρ explicit in the solution (2.51). This is the scale

size of the instanton, an interpretation which is clear from looking at the field

strength which is localised in a ball of radius ρ. The existence of this collective

coordinate reflects the fact that the classical Yang-Mills theory is scale invariant:

if a solution exists with one size, it should exist with any size. This property is

broken in the quantum theory by the running of the coupling constant, and this

has implications for instantons that we will describe below.
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• The final three collective coordinates arise from the global part of the gauge

group. These are gauge transformations which do not die off asymptotically, and

correspond to three physical symmetries of the theory, rather than redundancies.

For our purposes, we can consider a constant V ∈ SU(2) , and act as Aµ →
V AµV

−1.

Before we proceed, we pause to mention that it is straightforward to write down a

corresponding anti-self-dual instanton with winding ν = −1. We simply replace the ’t

Hooft matrices with their anti-self dual counterparts,

η̄1µν =

 0 −1 0 0

1 0 0 0

0 0 0 1

0 0 −1 0

 , η̄2µν =

 0 0 −1 0

0 0 0 −1

1 0 0 0

0 1 0 0

 , η̄3µν =

 0 0 0 −1

0 0 1 0

0 −1 0 0

1 0 0 0


They obey 1

2
ϵµνρση

i
ρσ = −ηiµν , and one can use these to build a gauge potential (2.51)

with ν = −1. These too form an irreducible representation of su(2), and obey [ηi, η̄j] =

0. The fact that we can find two commuting su(2) algebras hiding in a 4 × 4 matrix

reflects the fact that Spin(4) ∼= SU(2)× SU(2) and, correspondingly, the Lie algebras

are so(4) = su(2)⊕ su(2).

General Instanton Solutions

To get an instanton solution in SU(N), we could take the SU(2) solution (2.51) and

simply embed it in the upper left-hand corner of an N ×N matrix. We can then rotate

this into other embeddings by acting with SU(N), modulo the stabilizer which leaves

the configuration untouched. This leaves us with the action

SU(N)

S[U(N − 2)× U(2)]
where the U(N−2) hits the lower-right-hand corner and doesn’t see our solution, while

the U(2) is included in the denominator because it acts like V in the original solution

(2.51) and we don’t want to over count. The notation S[U(p) × U(q)] means that we

lose the overall central U(1) ⊂ U(p) × U(q). The coset space above has dimension

4N − 8. This means that the solution in which (2.51) is embedded into SU(N) comes

with 4N collective coordinate. This is the most general ν = 1 instanton solution in

SU(N).

What about solutions with higher ν? There is a beautiful story here. It turns out

that such solutions exist and have 4Nν collective coordinates. Among these solutions

are configurations which look like ν well separated instantons, each with 4N collec-

tive coordinates describing its position, scale size and orientation. However, as the

instantons overlap this interpretation breaks down.

– 55 –



x

V ( x )

x

V ( x )

Figure 8: The double well Figure 9: The upside down double well

Remarkably, there is a procedure to generate all solutions for general ν. It turns out

that one can reduce the non-linear partial differential equations (2.49) to a straightfor-

ward algebraic equation. This is known as the ADHM construction and is possible due

to some deep integrable properties of the self-dual Yang-Mills equations. You can read

more about this construction (from the perspective of D-branes and string theory) in

the lectures on Solitons.

2.3.2 Tunnelling: Another Quantum Mechanics Analogy

We’ve found solutions in Euclidean spacetime that contribute to the theta dependence

in the path integral. But why Euclidean rather than Lorentzian spacetime? The answer

is that solutions to the Euclidean equations of motion describe quantum tunnelling.

This is best illustrated by a simple quantum mechanical example. Consider the

double well potential shown in the left-hand figure. Clearly there are two classical

ground states, corresponding to the two minima. But we know that a quantum particle

sitting in one minimum can happily tunnel through to the other. The end result is that

the quantum theory has just a single ground state.

How can we see this behaviour in the path integral? There are no classical solutions

to the equations of motion which take us from one minimum to the other. However,

things are rather different in Euclidean time. We define

τ = it

After this Wick rotation, the action

S[x(t)] =

∫
dt

m

2

(
dx

dt

)2

− V (x)

turns into the Euclidean action

SE[x(τ)] = −iS =

∫
dτ

m

2

(
dx

dτ

)2

+ V (x)
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We see that the Wick rotation has the effect of inverting the potential: V (x)→ −V (x).

In Euclidean time, the classical ground states correspond to the maxima of the inverted

potential. But now there is a perfectly good solution to the equations of motion,

in which we roll from one maximum to the other. We come to a rather surprising

conclusion: quantum tunnelling can be viewed as classical motion in imaginary time!

As an example, consider the quartic potential

V (x) = λ(x2 − a2)2 (2.52)

which has minima at x = ±a. Then a solution to the equations of motion which

interpolates between the two ground states in Euclidean time is given by

x̄(τ) = a tanh
(ω
2
(τ − τ0)

)
(2.53)

with ω2 = 8λa2/m. This solution is the instanton for quantum mechanics in the double

well potential. There is also an anti-instanton solution that interpolates from x = +a

to x = −a. The (anti)-instanton solution is localised in a region 1/ω in imaginary time.

In this case, there is just a single collective coordinate, τ0, whose existence follows from

time translational invariance of the quantum mechanics.

Returning to Yang-Mills, we now seek a similar tunnelling interpretation for the

instanton solutions. In the semi-classical approximation, the instantons tunnel between

the |n⟩ vacua that we described in Section 2.2.3. Recall that the semi-classical vacuum

is defined by Ai = iV ∂iV
−1 on a spatial slice R3, which we subsequently compactify to

S3. The vacuum |n⟩ is associated to maps V (x) : S3 7→ G with winding n, defined in

(2.36).

We noted previously that the construction of the vacua |n⟩ in

−n  >

+n  >

instanton with

ν

t
winding 

Figure 10:

terms of winding relies on topological arguments which are simi-

lar to those which underlie the existence of instantons. To see the

connection, we can take the definition of the instanton winding

(2.47) and deform the integration region from the asymptotic

S3
∞ = ∂R4 to the two asympotic three spheres S3

± which we

think of as the compactified R3
± spatial slices ar t = ±∞. We

can then compare the instanton winding (2.47) to the definition

of the vacuum states (2.36), to write

ν(U) = n+(U)− n−(U)

We learn that the Yang-Mills instanton describes tunnelling between the two semi-

classical vacua, |n−⟩ → |n+⟩ = |n− + ν⟩, as shown in the figure.
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2.3.3 Instanton Contributions to the Path Integral

Given an instanton solution, our next task is to calculate something. The idea is to use

the instanton as the starting point for a semi-classical evaluation of the path integral.

We can first illustrate this in our quantum mechanics analogy, where we would like

to compute the amplitude to tunnel from one classical ground state |x = −a⟩ to the

other |x = +a⟩ over some time T .

⟨a|e−HT |−a⟩ = N
∫ x(T )=+a

x(0)=−a
Dx(τ) e−SE [x(τ)]

with N a normalisation constant that we shall do our best to avoid calculating. There

is a general strategy for computing instanton contributions to path integrals which we

sketch here. This strategy will be useful in later sections (such as Section 7.2 and 8.3

where we discuss instantons in 2d and 3d gauge theories respectively.) However, we’ll

see that we run into some difficulties when applying these ideas to Yang-Mills theories

in d = 3 + 1 dimensions.

Given an instanton solution x̄(τ), like (2.53), we write the general x(τ) as

x(τ) = x̄(τ) + δx(τ)

and expand the Euclidean action as

SE[x(τ)] = Sinstanton +

∫
dτ δx∆δx+O(δx3) (2.54)

Here Sinstanton = SE[x̄(τ)]. There are no terms that are linear in δx because x̄(τ) solves

the equations of motion. The expansion of the action to quadratic order gives the

differential operator ∆. The semi-classical approach is valid if the higher order terms

give sub-leading corrections to the path integral. For our quantum mechanics double

well potential, one can check that this holds provided λ≪ 1 in (2.52). For Yang-Mills,

this requirement will ultimately make us think twice about the semi-classical expansion.

Substituting the expansion (2.54) into the path integral, we’re left with the usual

Gaussian integral. It’s tempting to write∫ x(T )=+a

x(0)=−a
Dx(τ) e−SE [x(τ)] = e−Sinstanton

∫ δx(T )=0

δx(0)=0

Dδx(τ) e−δx∆δx+O(δx3)

≈ e−Sinstanton

det1/2∆
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This, however, is a little too quick. The problem comes because the operator ∆ has

a zero eigenvalue which makes the answer diverge. A zero eigenvalue of ∆ occurs if

there are any deformations of the solution x̄(τ) which do not change the action. But

we know that such deformations do indeed exist since the instanton solutions are never

unique: they depend on collective coordinates. In our quantum mechanics example,

there is a just a single collective coordinate, called τ0 in (2.53), which means that the

deformation δx = ∂x̄/∂τ0 is a zero mode: it is annihilated by ∆.

To deal with this, we need to postpone the integration over any zero mode. These

can then be replaced by an integration over the associated collective coordinate. For

our quantum mechanics example, we have∫ x(T )=+a

x(0)=−a
Dx(τ) e−SE [x(τ)] ≈

∫ T

0

dτ0 J
e−Sinstanton

det′ 1/2∆

Here J is the Jacobian factor that comes from changing the integration variable from

the zero mode to the collective coordinate. We will not calculate it here. Meanwhile

the notation det′ means that we omit the zero eigenvalue of ∆ when computing the

determinant. The upshot is that a single instanton gives a saddle point contribution

to the tunnelling amplitude,

⟨a|e−HT |−a⟩ ≈ KT e−Sinstanton with K =
NJ

det′ 1/2∆
Note that we’ve packaged all the things that we couldn’t be bothered to calculate into

a single constant, K.

The result above gives the contribution from a single instanton to the tunnelling

amplitude. But, it turns out, this is not the dominant contribution. That, instead,

comes from summing over many such tunnelling events.

Consider a configurations consisting of a string of instantons and anti-instantons.

Each instanton must be followed by an anti-instanton and vice versa. This configu-

ration does not satisfy the equation of motion. However, if the (anti) instantons are

well separated, with a spacing ≫ 1/ω, then the configuration very nearly satisfies the

equations of motion; it fails only by exponentially suppressed terms. We refer to this

as a dilute gas of instantons.

As above, we should integrate over the positions of the instantons and anti-instantons.

Because each of these is sandwiched between two others, this leads to the integration∫ T

0

dt1

∫ T

t1

dt2 . . .

∫ T

tn−1

dtn =
T n

n!

where we’re neglecting the thickness 1/ω of each instanton.
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A configuration consisting of n instantons and anti-instantons is more highly sup-

pressed since its action is approximately nSinstanton. But, as we now see, these contri-

butions dominate because of entropic factors: there are many more of them. Summing

over all such possibilities, we have

⟨a|e−HT |−a⟩ ∼
∑
n odd

1

n!
(KTe−Sinstanton)n = sinh

(
KTe−Sinstanton

)
where we restrict the sum to n odd to ensure that we end up in a different classical

ground state from where we started. We haven’t made any effort to normalise this

amplitude, but we can compare it to the amplitude to propagate from the state |−a⟩
back to |−a⟩,

⟨−a|e−HT |−a⟩ ∼
∑
n even

1

n!
(KTe−Sinstanton)n = cosh

(
KTe−Sinstanton

)
In the long time limit T →∞, we see that we lose information about where we started,

and we’re equally likely to find ourselves in either of the ground states |a⟩ or |−a⟩. If

we were more careful about the overall normalisation, we can also use this argument

to compute the energy splitting between the ground state and the first excited state.

As an aside, you may notice that the calculation above is identical to the argument

for why there are no phase transitions in one dimensional thermal systems given in the

lectures on Statistical Field Theory.

Back to Yang-Mills Instantons

Now we can try to apply these same ideas to Yang-Mills instantons. Unfortunately,

things do not work out as nicely as we might have hoped. We would like to approximate

the Yang-Mills path integral

Z =

∫
DA e−SY M+iSθ

by the contribution from the instanton saddle point. There are the usual issues related

to gauge fixing, but these do not add anything new to our story so we neglect them

here and focus only on the aspects directly related to instantons. (We’ll be more careful

about gauge fixing in Section 2.4.2 when we discuss the beta function.)

Let’s start by again considering the contribution from a single instanton. The story

proceeds as for the quantum mechanics example until we come to discuss the collective

coordinates. For the instanton in quantum mechanics, there was just a single collective
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coordinate τ0. For our Yang-Mills instanton in SU(2), there are eight. Four of these

are associated to translations in Euclidean spacetime; these play the same role as τ0
and integrating over them gives a factor of the Euclidean spacetime volume V T , with

V the 3d spatial volume. Three of the collective coordinates arise from the global part

of the gauge symmetry and can be happily integrated over. But this leaves us with the

scale size ρ. This too should be singled out from the path integral and integrated over.

We find ourselves with an integral of the form,

Z ≈
∫ ∞

0

dρ K(ρ)V T e−8π2/g2eiθ

where, as before, K(ρ) includes contributions from the Jacobians and the one-loop

determinant. Now, however, it is a function of the instanton scale size ρ and so we

should do the hard work of calculating it.

We won’t do this hard work, in part because the calculation is rather involved and in

part because, as we advertised above, the end result doesn’t offer quantitative insights

into the behaviour of Yang-Mills. It turns out that K(ρ) causes the integral diverge

at large ρ. This raises two concerns. First, it is difficult to justify the dilute instanton

gas approximation if it is dominated by instantons of arbitrarily large size which are

surely overlapping. Second, and more pressing, it is difficult to justify the saddle point

expansion at all. This is because, as we describe in some detail in the next section,

the gauge coupling in Yang-Mills runs; it is small at high energy but becomes large at

low energies. This means that any semi-classical approximation, such as instantons, is

valid for describing short distance processes but breaks down at large distances. The

fact that our attempt to compute the partition function is dominated by instantons of

large size is really telling us that the whole semi-classical strategy has broken down.

Instead, we’re going to have to face up to the fact that Yang-Mills is a strongly coupled

quantum field theory.

It’s a little disappointing that we can’t push the instanton programme further in

Yang-Mills. However, it’s not all doom and gloom and we won’t quite leave instan-

tons behind in these lectures. There are situations where instantons are the leading

contribution to certain processes. We will see one such example in Section 3.3.2 in

the context of the anomaly, although for more impressive examples one has to look to

supersymmetric field theories which are under greater control and beyond the scope of

these lectures.

2.4 The Flow to Strong Coupling

Our discussion in the previous sections has focussed on the classical (or, at the very
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least, semi-classical) approach to Yang-Mills. Such a description gives good intuition

for the physics when a theory is weakly coupled, but often fails miserably at strong

coupling. The next question we should ask is whether Yang-Mills theory is weakly or

strongly coupled.

We have chosen a scaling in which the coupling g2 sits in front of the action

SYM =
1

2g2

∫
d4x trF µνFµν (2.55)

The quantum theory is defined, in the framework of path integrals, by summing over

all field configurations weighted, with eiSY M in Minkowski space or e−SY M in Euclidean

space. When g2 is small, the Euclidean action has a deep minimum on the solutions

to the classical equations of motion, and these dominate the path integral. In this

case, the classical field configurations provide a good starting point for a saddle point

analysis. (In Minkowski space, the action is a stationary point rather than a minimum

on classical solutions but, once again, these dominate the path integral.) In contrast,

when g2 is large, many field configurations contribute to the path integral. In this case,

we sometimes talk about quantum fluctuations being large. Now the quantum state

will look nothing like the solutions to the classical equations of motion.

All of this would seem to suggest that life is easy when g2 is small, and harder when

g2 is large. However, things are not quite so simple. This is because the effective value

of g2 differs depending on the length scale on which you look: we write g2 = g2(µ),

where µ is an appropriate energy scale, or inverse length scale. Note that this is quite

a radical departure from the the classical picture where any constants you put in the

action remain constant. In quantum field theory, these constants are more wilful: they

take the values they want to, rather than the values we give them.

We computed the running of the gauge coupling g2 at one-loop in our previous course

on Advanced Quantum Field Theory. (We will review this computation in Section 2.4.2

below.) The upshot is that the coupling constant depends on the scale µ as

1

g2(µ)
=

1

g20
− 11

3

C(adj)

(4π)2
log

Λ2
UV

µ2
(2.56)

where g20 is the coupling constant evaluated at the cut-off scale ΛUV .

Here C(adj) is a group theoretic factor. Recall that we have fixed a normalisation of

the Lie algebra generators in the fundamental representation to be (2.2),

tr
[
T aT b

]
=

1

2
δab (2.57)

– 62 –



Having pinned down the normalisation in one representation, the other representations

R will have different normalisations,

tr
[
T a(R)T b(R)

]
= I(R) δab

The coefficient I(R) is called the Dynkin index of the representation R. The convention

(2.57) means that I(F ) = 1
2
. The group theoretic factor appearing in the beta function

is simply the Dynkin index in the adjoint representation,

C(adj) = I(adj)

It is also known as the quadratic Casimir, which is why it is denoted by a different

letter. For the various simple, compact Lie groups it is given by

G SU(N) SO(N) Sp(N) E6 E7 E8 F4 G2

C(adj) N 1
2
N − 1 N + 1 2 3/2 1/2 3/2 2

Note that the adjoint representation of E8 is the minimal representation; hence the

appearance of C(adj) = I(F ) = 1
2
.

The running of the gauge coupling (2.56) is often expressed in terms of the beta

function

β(g) ≡ µ
dg

dµ
= β0g

3 with β0 = −
11

3

C(adj)

(4π)2
(2.58)

The minus sign in (2.56) or, equivalently, in (2.58), is all important. It tells us that

the gauge coupling gets stronger as we flow to longer length scales. In contrast, it is

weaker at short distance scales. This phenomena is called asymptotic freedom.

Asymptotic freedom means that Yang-Mills theory is simple to understand at high

energies, or short distance scales. Here it is a theory of massless, interacting gluon

fields whose dynamics are well described by the classical equations of motion, together

with quantum corrections which can be computed using perturbation methods. In

particular, our discussion of instantons in Section 2.3 is valid at short distance scales.

However, it becomes much harder to understand what is going on at large distances

where the coupling gets strong. Indeed, the beta function (2.58) is valid only when

g2(µ)≪ 1. This equation therefore predicts its own demise at large distance scales.
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We can estimate the distance scale at which we think we will run into trouble. Taking

the one-loop beta function at face value, we can ask: at what scale does g2(µ) diverge?

This happens at a finite energy

ΛQCD = ΛUV e
1/2β0g20 (2.59)

For historical reasons, we refer to this as the “QCD scale”, reflecting its importance in

the strong force. Alternatively, we can write ΛQCD in terms of any scale µ,

ΛQCD = µ e1/2β0g
2(µ)

and dΛQCD/dµ = 0. For this reason, it is sometimes referred to as the RG-invariant

scale.

Asymptotic freedom means that β0 < 0. This ensures that if g0 ≪ 1, so that

the theory is weakly coupled at the cut-off, then ΛQCD ≪ ΛUV . This is interesting.

Yang-Mills theory naturally generates a scale ΛQCD which is exponentially lower than

the cut-off ΛUV of the theory. Theoretical physicists spend a lot of time worrying

about “naturalness” which, at heart, is the question of how Nature generates different

length scales. The logarithmic running of the coupling exhibiting by Yang-Mills theory

provides a beautiful mechanism to do this. As we will see moving forwards, all the

interesting physics in Yang-Mills occurs at energies of order ΛQCD.

Viewed naively, there’s something very surprising about the emergence of the scale

ΛQCD. This is because classical Yang-Mills has no dimensionful parameter. Yet the

quantum theory has a physical scale, ΛQCD. It seems that the quantum theory has

generated a scale out of thin air, a phenomenon which goes by the name of dimensional

transmutation. In fact, as the definition (2.59) makes clear, there is no mystery about

this. Quantum field theories are not defined only by their classical action alone, but

also by the cut-off ΛUV . Although we might like to think of this cut-off as merely a

crutch, and not something physical, this is misleading. It is not something we can do

without. And it this cut-off which evolves to the physical scale ΛQCD.

The question we would like to ask is: what does Yang-Mills theory look like at low

energies, comparable to ΛQCD? This is a difficult question to answer, and our current

understanding comes primarily from experiment and numerical work, with intuition

built from different analytic approaches. The answer is rather startling: Yang-Mills

theory does not describe massless particles. Instead, the gluons bind together to form

massive particles known as glueballs. These particles have a mass that is of the order

of ΛQCD, but figuring out the exact spectrum remains challenging. We sometimes say
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that the theory is gapped, meaning that there is a gap in the energy spectrum between

the ground state, which we can take to have E = 0, and the first excited state with

energy E =Mc2, where M is the mass of the lightest glueball.

Proving the mass gap for Yang-Mills is one of the most important and difficult open

problems in mathematical physics. In these lectures we will restrict ourselves to building

some intuition for Yang-Mills theory, and understanding some of the consequences of

the mass gap. In later sections, will also see how the situation changes when we couple

Yang-Mills to dynamical matter fields.

Before we proceed, I should mention a rather subtle and poorly understood caveat.

We have argued in Sections 2.2 and 2.3 that the dynamics of Yang-Mills theory also

depends on the theta parameter and we can ask: how does θ affect the spectrum? We

have only a cursory understanding of this. It is thought that, for nearly all gauge groups,

Yang-Mills remains gapped for all values of θ. However, something interesting happens

at θ = π. Recall from Section 1.2.5 that θ = π is special because it preserves time-

reversal invariance, more commonly known in particle physics as CP . For most gauge

groups, it is thought that the dynamics spontaneously breaks time reversal invariance at

θ = π, so that Yang-Mills has two degenerate ground states. We will give an argument

for this in Section 3.6 using discrete anomalies, and another in Section 6.2.5 when we

discuss the large N expansion. However, there is speculation that the behaviour of

Yang-Mills is rather different for gauge group G = SU(2) and that, while gapped for

all θ ̸= π, this theory actually becomes gapless at θ = π, where it is conjectured to

be described by a free U(1) photon. We will have nothing to say about this in these

lectures.

2.4.1 Anti-Screening and Paramagnetism

The computations of the 1-loop beta functions are rather involved. It’s useful to have

a more down-to-earth picture in mind to build some understanding for what’s going

on. There is nice intuitive analogy that comes from condensed matter.

In condensed matter physics, materials are not boring passive objects. They contain

mobile electrons, and atoms with a flexible structure, both of which can respond to

any external perturbation, such as applied electric or magnetic fields. One consequence

of this is an effect known as screening. In an insulator, screening occurs because an

applied electric field will polarise the atoms which, in turn, generate a counteracting

electric field. One usually describes this by introducing the electric displacement D,

related to the electric field through

D = ϵE
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where the permittivity ϵ = ϵ0(1 + χe) with χe the electrical susceptibility. For all

materials, χe > 0. This ensures that the effect of the polarisation is always to reduce

the electric field, never to enhance it. You can read more about this in Section 7 of the

lecture notes on Electromagnetism.

(As an aside: In a metal, with mobile electrons, there is a much stronger screening

effect which turns the Coulomb force into an exponentially suppressed Debye-Hückel, or

Yukawa, force. This was described in the final section of the notes on Electromagnetism,

but is not the relevant effect here.)

What does this have to do with quantum field theory? In quantum field theory, the

vacuum is not a passive boring object. It contains quantum fields which can respond

to any external perturbation. In this way, quantum field theories are very much like

condensed matter systems. A good example comes from QED. There the one-loop

beta function is positive and, at distances smaller than the Compton wavelength of the

electron, the gauge coupling runs as

+
+

+
+

+

+
++

+

+

+

+

Figure 11:

1

e2(µ)
=

1

e20
+

1

12π2
log

(
Λ2
UV

µ2

)
This tells us that the charge of the electron gets effectively

smaller as we look at larger distance scales. This can be

understood in very much the same spirit as condensed

matter systems. In the presence of an external charge,

electron-positron pairs will polarize the vacuum, as shown

in the figure, with the positive charges clustering closer

to the external charge. This cloud of electron-positron pairs shields the original charge,

so that it appears reduced to someone sitting far away.

The screening story above makes sense for QED. But what about QCD? The negative

beta function tells us that the effective charge is now getting larger at long distances,

rather than smaller. In other words, the Yang-Mills vacuum does not screen charge: it

anti-screens. From a condensed matter perspective, this is unusual. As we mentioned

above, materials always have χe > 0 ensuring that the electric field is screened, rather

than anti-screened.

However, there’s another way to view the underlying physics. We can instead think

about magnetic screening. Recall that in a material, an applied magnetic field in-

duces dipole moments and these, in turn, give rise to a magnetisation. The resulting
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magnetising field H is defined in terms of the applied magnetic field as

B = µH

with the permeability µ = µ0(1 + χm). Here χm is the magnetic susceptibility and, in

contrast to the electric susceptibility, can take either sign. The sign of χm determines

the magnetisation of the material, which is given by M = χmH. For −1 < χm < 0,

the magnetisation points in the opposite direction to the applied magnetic field. Such

materials are called diamagnets. (A perfect diamagnet has χm = −1. This is what

happens in a superconductor.) In contrast, when χm > 1, the magnetisation points in

the same direction as the applied magnetic field. Such materials are called paramagnets.

In quantum field theory, polarisation effects can also make the vacuum either dia-

magnetic or paramagnetic. Except now there is a new ingredient which does not show

up in real world materials discussed above: relativity! This means that the product

must be

ϵµ = 1

because “1” is the speed of light. In other words, a relativistic diamagnetic material

will have µ < 1 and ϵ > 1 and so exhibit screening. But a relativistic paramagnetic

material will have µ > 1 and ϵ < 1 and so exhibit anti-screening. Phrased in this way,

the existence of an anti-screening vacuum is much less surprising: it follows simply

from paramagnetism combined with relativity.

For free, non-relativistic fermions, we calculated the magnetic susceptibility in the

lectures on Statistical Physics when we discussed Fermi surfaces. In that context, we

found two distinct contributions to the magnetisation. Landau diamagnetism arose

because electrons form Landau levels. Meanwhile, Pauli paramagnetism is due to the

spin of the electron. These two effects have the same scaling but different numerical

coefficients and one finds that the paramagnetism wins.

In the next section we will compute the usual one-loop beta-function. We present the

computation in such a way that it makes clear the distinction between the diamagnetic

and paramagnetic contributions. Viewed in this light, asymptotic freedom can be traced

to the paramagnetic contribution from the gluon spins.

2.4.2 Computing the Beta Function

In this section, we will sketch the derivation of the beta function (2.58). We’re going

to use an approach known as the background field method. We work in Euclidean space
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and decompose the gauge field as

Aµ = Āµ + δAµ

We will think of Āµ as the low-energy, slowly moving part of the field. It is known

as the background field. Meanwhile, δAµ describes the high-energy, short-wavelength

modes whose effect we would like to understand. The field strength becomes

Fµν = F̄µν + D̄µδAν − D̄νδAµ − i[δAµ, δAν ]

where D̄µ = ∂µ− i[Āµ, ·] is the covariant derivative with respect to the background field

Āµ. From this, we can write the action (2.55) as

SYM =
1

g2

∫
d4x tr

[
1

2
F̄µνF̄

µν + 2F̄ µνD̄µδAν

+ D̄µδAν D̄µδAν − D̄µδAν D̄νδAµ − iF̄ µν [δAµ, δAν ]

− 2iD̄µδAν [δAµ, δAν ]−
1

2
[δAµ, δAν ][δAµ, δAν ]

]
(2.60)

where we’ve ordered the terms in the action depending on the number of δA’s. Note

that the middle line is quadratic in δA.

Gauge Fixing and Ghosts

Our plan is to integrate over the fluctuations δAµ in the path integral, leaving ourselves

with an effective action for the background field Āµ. To do this, we must first deal with

the gauge symmetry. While the action of the gauge symmetry on Aµ is clear, there is

no unique decomposition into the action on Āµ and δAµ. However, the calculation is

simplest if we load the full gauge transformation into δAµ, so

δgaugeĀµ = 0 and δgauge(δAµ) = D̄µω − i[δAµ, ω]

where, for this section alone, we’ve changed our notation for infinitesimal gauge trans-

formations so as not to confuse them with the fluctuating field δAµ. With this choice,

δAµ transforms as any other adjoint field.

As usual, field configurations related by a gauge symmetry should be viewed as

physically equivalent. This is necessary in the present context because the kinetic

terms for δAµ are not invertible. For this reason, we first need a way to fix the gauge.
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We do this using the Faddeev-Popov procedure that we saw in the lectures on Advanced

Quantum Field Theory. We choose to work in the gauge

G(Ā; δA) = D̄µδAµ = 0 (2.61)

Note that this gauge fixing condition depends on our choice of background field. This

is the advantage of this method; we will find that the gauge invariance of Āµ is retained

throughout the calculation.

We add to our action the gauge-fixing term

Sgf =
1

g2

∫
d4x tr (D̄µδAµ)2 (2.62)

The choice of overall coefficient of the gauge fixing term is arbitrary. But nice things

happen if we make the choice above. To see why, let’s focus on the D̄µδAνD̄νδAµ term

in (2.60) . Integrating by parts, we have∫
d4x tr D̄µδAνD̄νδAµ = −

∫
d4x tr δAνD̄µD̄νδAµ

= −
∫
d4x tr δAν

(
[D̄µ, D̄ν ] + D̄νD̄µ

)
δAµ

=

∫
d4x tr

[
(D̄µδAµ)2 + iδAν [F̄

µν , δAµ]
]

The first of these terms is then cancelled by the gauge fixing term (2.62), leaving us

with

SYM + Sgf =
1

g2

∫
d4x tr

[
1

2
F̄µνF̄

µν + 2F̄ µνD̄µδAν

+D̄µδAν D̄µδAν − 2iF̄ µν [δAµ, δAν ]

−2iD̄µδAν [δAµ, δAν ]−
1

2
[δAµ, δAν ][δAµ, δAν ]

]
and we’re left with just two terms that are quadratic in δA. We’ll return to these

shortly.

The next step of the Faddeev-Popov procedure is to implement the gauge fixing

condition (2.61) as a delta-function constraint in the path integral. We denote the

gauge transformed fields as Āωµ = Āµ and δAωµ = δAµ + D̄ω − i[δAµ, ω]. We then use

the identity ∫
Dω δ(G(Āω, δAω)) det

(
∂G(Āω, δAω)

∂ω

)
= 1
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The determinant can be rewritten through the introduction of adjoint-valued ghost

fields c. For the gauge fixing condition (2.61), we have

det

(
∂G(Ā, δAω)

∂ω

)
=

∫
DcDc† exp

(
− 1

g2

∫
d4x tr

[
− c†D̄2c+ ic†[D̄µδAµ, c]

])
where we’ve chosen to include an overall factor of 1/g2 in the ghost action purely as a

convenience; it doesn’t effect subsequent calculations. The usual Faddeev-Popov story

tells us that the integration
∫
Dω now decouples, resulting in a unimportant overall

constant. We’re left with an action that includes both the fluctuating gauge field δAµ
and the ghost field c, S = SYM + Sgf + Sghost,

S =
1

g2

∫
d4x tr

[
1

2
F̄µνF̄

µν + 2F̄ µνD̄µδAν

+D̄µδAν D̄µδAν − 2iF̄ µν [δAµ, δAν ] + D̄µc†D̄µc

−2iD̄µδAν [δAµ, δAν ]−
1

2
[δAµ, δAν ][δAµ, δAν ] + ic†[D̄µδAµ, c]

]
As previously, we have arranged the terms so that the middle line is quartic in fluctu-

ating fields, while the final line is cubic and higher.

One-Loop Determinants

Our strategy now is to integrate out the fluctuating fields, δAµ and c, to determine

their effect on the dynamics of the background field Āµ.

e−Seff [Ā] =

∫
DδADcDc† e−S[Ā,δA,c]

Things are simplest if we take our background field to obey the classical equations of

motion, D̄µF̄ µν , which ensures that the term linear in δAµ in the action disappears.

Furthermore, at one loop it will suffice to ignore the terms cubic and quadratic in

fluctuating fields that sit on the final line of the action above. We’re then left just with

Gaussian integrations, and these are easy to do,

e−Seff [Ā] = det −1/2∆gauge det
+1∆ghost e

− 1
2g2

∫
d4x tr F̄µν F̄µν

where the quadratic fluctuation operators can be read off from the action and are given

by

∆µν
gauge = −D̄2δµν + 2i[F̄ µν ·] and ∆ghost = −D̄2

where the F̄ µν should be thought of as an operator acting on objects in the adjoint

representation. This extra term, F̄µν , arising from the gauge fields can be traced to
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the fact that they are spin 1 excitations. As we will see below, this contributes the

paramagnetic part to the beta function and, ultimately, is responsible for the famous

minus sign that leads to anti-screening.

Taking logs of both sides, the effective action is given by

Seff [Ā] =
1

2g2

∫
d4x tr F̄µνF̄

µν +
1

2
Tr log∆gauge − Tr log∆ghost (2.63)

where the Tr means the trace over group, Lorentz and momentum indices (as opposed

to tr which is over only gauge group indices). We need to figure out how to compute

the contributions from these quadratic fluctuation operators.

The Ghost Contribution

The contribution from the ghost fields are simplest because it has the least structure.

We write

∆ghost = −∂2 +∆1 +∆2

where the subscripts keep track of how many Āµ terms each operator has,

∆1 = i∂µĀµ + iĀµ∂
µ and ∆2 = [Āµ, [Āµ, ·]]

where, again these operators act on objects in the adjoint representation. This will

prove important to get the right normalisation factor. We then have

Tr log∆ghost = Tr log
(
−∂2 +∆1 +∆2

)
= Tr log(−∂2) + Tr log

(
1 + (−∂2)−1(∆1 +∆2)

)
= Tr log(−∂2) + Tr

(
(−∂2)−1(∆1 +∆2)

)
− 1

2
Tr
(
(−∂2)−1(∆1 +∆2)

)2
+ . . .

The first term is just an overall constant. We can ignore it. In the second term, Tr∆1

includes the trace over gauge indices and vanishes because tr Āµ = 0. This is just the

statement that there is no gauge invariant contribution to the kinetic term linear in

Āµ. So the first terms that we need to worry about are the quadratic terms.

= Tr ((−∂2)−1∆2) =

∫
d4k

(2π)4
tradj[Āµ(k)Āν(−k)]

∫
d4p

(2π)4
δµν

p2

where we’ve also included a graphical reminder of where these terms come from in a

more traditional Feynman diagram approach. We also have

= −1

2
Tr ((−∂2)−1∆1(−∂2)−1∆1) =

1

2

∫
d4k

(2π)4
tradj[Āµ(k)Āν(−k)]× fµν(k)
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with

fµν(k) =

∫
d4p

(2π)4
(2p+ k)µ(2p+ k)ν

p2(p+ k)2

Note that the trace over group indices should be taken with Aµ acting on adjoint valued

objects, as opposed to our convention in (2.3) where it naturally acts on fundamental

objects.

We would like to massage these into the form of the Yang Mills action. In momentum

space, the quadratic part of the Yang-Mills action reads

Squad =
1

g2

∫
d4x tr (∂µĀν∂

µĀν − ∂µĀν∂νĀµ)

=
1

g2

∫
d4k

(2π)4
tr
[
Āµ(k)Āν(−k)

]
(kµkν − k2δµν)

There are a couple of issues that we need to deal with. First, the Yang-Mills action

is written in terms of fundamental generators which, as in (2.57), are normalised as

trT aT b = 1
2
δab. Meanwhile, the trace in the one-loop contributions is in the adjoint

representation, and is given by

tradjT
aT b = C(adj) δab

Second, we must perform the integral over the loop momentum p. This, of course,

diverges. These are the kind of integrals that were covered in previous QFT courses.

We implement a UV cut-off ΛUV to get

−Tr log∆ghost = −
C(adj)

3(4π)2

∫
d4k

(2π)4
tr
[
Āµ(k)Āν(−k)

]
(kµkν − k2δµν) log

(
Λ2
UV

k2

)
This is our first contribution to the logarithmic running of the coupling that we adver-

tised in (2.56).

Above we focussed purely on the quadratic terms. Expanding the Yang-Mills action

also gives us cubic and quadratic terms and, for consistency, we should check that they

too receive the same corrections. Indeed they do. In fact, this is guaranteed to work

because of the manifest gauge invariance δgaugeĀµ = D̄µω.
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The Gauge Contribution

Next up is the contribution 1
2
Tr log∆gauge, where

∆µν
gauge = ∆ghostδ

µν + 2i[F̄ µν , ·]

We see that part of the calculation involves ∆ghost, and so is gives the same answer as

above. The only difference is the spin indices δµν which give an extra factor of 4 after

taking the trace. This means that

Tr log∆gauge = 4Tr log∆ghost + F̄µν terms

On rotational grounds, there is no term linear in F̄µν . This means that the first term

comes from expanding out log∆gauge to quadratic order and focussing on the F̄ 2
µν terms,

F̄µν terms = −1

2
(2i)2Tr

(
(−∂2)−1[F̄µν , [(−∂2)−1F̄ µν , ·]]

)
= −1

2

∫
d4k

(2π)4
tradj[Āµ(k)Āν(−k)]

∫
d4p

(2π)4
−4(kρδµσ − kσδµρ)(kσδνρ − kρδνσ))

p2(p+ k)2

Once again, we have a divergent integral to compute. This time we get

F̄µν terms = −8C(adj)

(4π)2

∫
d4k

(2π)4
tr
[
Āµ(k)Āν(−k)

]
(kµkν − k2δµν) log

(
Λ2
UV

k2

)
The sum then gives the contribution to the effective action,

1

2
Tr log∆gauge =

1

2

[
4

3
− 8

]
C(adj)

(4π)2

∫
d4k

(2π)4
tr
[
Āµ(k)Āν(−k)

]
(kµkν − k2δµν) log

(
Λ2
UV

k2

)
Here the 4/3 is the diagmagnetic contribution. In fact, it’s overkill since it neglects

the gauge redundancy. This is subtracted by including the contribution from the ghost

fields. Together, these give rise to a positive beta function. In contrast, the −8 term is

the paramagnetic piece, and can be traced to the spin 1 nature of the gauge field. This

is where the overall minus sign comes from.

The coefficient of the kinetic terms is precisely the gauge coupling 1/g2. Combining

both gauge and ghost contributions, and identifying the momentum k of the background

field as the relevant scale µ, we have

1

g2(µ)
=

1

g2
+
C(adj)

(4π)2

[
−1

3
+

1

2

(
4

3
− 8

)]
log

(
Λ2
UV

µ2

)
=

1

g2
− 11

3

C(adj)

(4π)2
log

(
Λ2
UV

µ2

)
This is in agreement with the advertised result (2.58). As explained previously, the

overall minus sign here is important. Indeed, it was worth a Nobel prize.
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2.5 Electric Probes

When we first studied Maxwell’s theory of Electromagnetism, one of the most basic

questions we asked was: what’s the force between two charged particles? In these

calculations, the charged particles are sources which we’ve inserted by hand; we’re

using them as a probe of the theory, to see how the electromagnetic fields respond in

their presence. In this section we will develop the tools that will allow us to ask similar

questions about non-Abelian gauge theories.

2.5.1 Coulomb vs Confining

We start by building up some expectation from the classical physics. Asymptotic

freedom means that these classical results will be valid when the particles are close by,

separated by distances≪ 1/ΛQCD, but are unlikely to hold when they are far separated.

Nonetheless, it will be useful to understand the theory in this regime, if only because

it highlights just how surprising the long distance, quantum behaviour actually is.

In electromagnetism, two particles of equal and opposite charges ±e, separated by a

distance r, experience an attractive Coulomb force. This can be described in terms of

the potential energy V (r),

V (r) = − e2

4πr

In the framework of QED, we can reproduce this from the the tree-

Figure 12:

level exchange of a single photon, as shown in the figure. We did this

in first course on Quantum Field Theory.

Here we do the same calculation in SU(N) Yang-Mills theory. We

refer to the charged particles as quarks. For now, we’ll take these

particles to sit in the fundamental representation of SU(N), although

the methods we use here easily generalise to arbitrary gauge groups

and representations. Each quark and anti-quark carries a colour index, i = 1, . . . , N .

Moreover, when they exchange a gluon, this colour index can change. The tree-level

diagram takes the same form, but with a gluon exchanged instead of a photon. It gives

V (r) =
g2

4πr
T aki T

⋆ a
lj (2.64)

But we’ve still got those colour indices to deal with, i, j for ingoing, and k, l for out-

going. We should think of T aT ⋆ a as an N2 × N2 matrix, acting on the N2 different
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ingoing colour states. These different N2 states then split into different irreducible

representations. For our quark and anti-quark, we have

N⊗ N̄ = 1⊕ adj (2.65)

where the adjoint representation has dimension N2 − 1. The matrix T aT ⋆ a will then

have two different eigenvalues, one for each of these representations. This will lead to

two different coefficients for the forces.

An Aside on Group Theory

We need a way to compute the eigenvalues of T aT ⋆ a in these two different represen-

tations. In fact, we’ve met this kind of problem before; it’s the same kind of issue

that arose in our lectures on Applications of Quantum Mechanics when we treated the

spin-orbit coupling L · S of an atom. In that case we wrote J = L + S and used the

identity L · S = 1
2
(J2 − L2 + S2) = 1

2
(j(j + 1)− l(l + 1)− s(s+ 1)).

We can repeat this trick for any group G. Consider two representations R1 and R2

and the associated generators T a(R1) and T
a(R2). We construct a new operator

Sa(R) = T a(R1)⊗ 1 + 1⊗ T a(R2)

We then have

T a(R1)⊗ T a(R2) =
1

2
[Sa(R)Sa(R) + T a(R1)T

a(R1)⊗ 1+ 1⊗ T a(R2)T
a(R2)]

But it is simple to show that T a(R)T a(R) commutes with all elements of the group

and so is proportional to the identity,

T a(R)T a(R) = C(R)1 (2.66)

where C(R) is known as the quadratic Casimir, a number which characterises the

representation R. In our discussion of beta functions in Section 2.4, we encountered

the Dynkin index, which is the coefficient of the trace normalisation

trT a(R)T b(R) = I(R)δab

The two are related by

I(R) dim(G) = C(R) dim(R)
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where dim(G) is the dimension of the group and dim(R) is the dimension of the rep-

resentation. Note that this consistent with our earlier claim that I(adj) = C(adj). For

G = SU(N), the fundamental and adjoint representations have

C(N) = C(N̄) =
N2 − 1

2N
and C(adj) = N

while the symmetric and anti-symmetric representations have

C ( ) =
(N − 1)(N + 2)

N
and C

( )
=

(N − 2)(N + 1)

N
Non-Abelian Coulomb Force

Let’s now apply this to the force between quarks. The group theory machinations above

tell us that the operator T a(R1)T
a(R2) decomposes into a block diagonal matrix, with

entries labelled by the irreducible representations R ⊂ R1 ⊗R2 and given by

T a(R1)T
a(R2)

∣∣∣
R
=

1

2
[C(R)− C(R1)− C(R2)]

The quark and anti-quark can sit in two different irreducible representations: the singlet

and the adjoint (2.65). For the singlet, we have

1

2

[
C(1)− C(N)− C(N̄)

]
= −N

2 − 1

2N
The minus sign ensures that the force between the quark and anti-quark in the singlet

channel is attractive. This is what we would have expected from our classical intuition.

However, when the quarks sit in the adjoint channel, we have

1

2

[
C(adj)− C(N)− C(N̄)

]
=

1

2N
Perhaps surprisingly, this is a repulsive force.

The group theory analysis above makes it simple to compute the classical force

between quarks in any representation. Suppose, for example, we have two quarks, both

in the fundamental representation. They decompose as

N⊗N = ⊕

where dim( ) = 1
2
N(N + 1) and dim( ) = 1

2
N(N − 1). We then have

1

2
[C ( )− C(N)− C(N)] =

N − 1

2N
and

1

2

[
C
( )

− C(N)− C(N)
]
= −N + 1

2N
and the force is repulsive between quarks in the symmetric channel, but attractive in

the anti-symmetric channel.

– 76 –



We see that, even classically, Yang-Mills theory provides a somewhat richer structure

to the forces between particles. However, at the classical level, Yang-Mills retains the

familiar 1/r fall-off from Maxwell theory. This is the signature of a force due to the

exchange of massless particles in d = 3+1 dimensions, whether photons or gravitons or,

in this case, gluons. As we now explain, at the quantum level things are very different.

The Confining Force

In the previous section, we stated (but didn’t prove!) that Yang-Mills has a mass

gap. This means that, at distances ≫ 1/ΛQCD, the force will be due to the exchange

of massive particles rather than massless particles. In many situations, the exchange

of massive particles results in an exponentially suppressed Yukawa force, of the form

V (r) ∼ e−mr/r, and you might have reasonably thought this would be the case for

Yang-Mills. You would have been wrong.

Let’s again consider a quark and an anti-quark, in the N and N̄ representations

respectively. The energy between the two turns out to grow linearly with distance

V (r) = σr (2.67)

for some value σ that has dimensions of energy per length. For reasons that we will

explain shortly, it is often referred to as the string tension. On dimensional grounds,

we must have σ ∼ Λ2
QCD since there is no other scale in the game.

For two quarks, the result is even more dramatic. Now the tensor product of the two

representations does not include a singlet (at least this is true for SU(N) with N ≥ 3).

The energy between the two quarks turns out to be infinite. This is a general property

of quantum Yang-Mills: the only finite energy states are gauge singlets. The theory is

said to be confining: an individual quark cannot survive on its own, but is forced to

enjoy the company of friends.

There is a possibility for confusion in the the claim that only singlet states survive

in a confining gauge theory. In any gauge theory, one should only talk about gauge

invariant states and a single quark is not a gauge invariant object. However, we can

render the quark gauge invariant by attaching a Wilson line (2.14) which stretches

from the position of the quark to infinity. When we blithely talk about a single quark,

we should really be thinking of this composite object. This is not directly related to

the issue of confinement. Indeed, the statements above hold equally well for electrons

in QED: these too are only gauge invariant when attached to a Wilson line. Instead

the issue of confinement is a dynamical statement, rather than a kinematical one.

Confinement means that the quark + Wilson line costs infinite energy in Yang-Mills,

while the electron + Wilson line (suitably regulated) costs finite energy in QED.
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There are situations where it’s not possible to form a singlet from a pair of particles,

but it is possible if enough particles are added. The baryon provides a good example,

in which N quarks, each in the fundamental representation of SU(N), combine to form

a singlet B = ϵi1...iN qi1 . . . qiN . These too are finite energy states.

Confinement in Yang-Mills is, like the mass gap, a challenging problem. There is no

analytic demonstration of this phenomenon. Instead, we will focus on building some

intuition for why this might occur and understanding the right language to describe it.

2.5.2 An Analogy: Flux Lines in a Superconductor

There is a simple system which provides a useful analogy for confinement. This is a

superconductor.

One of the wonders of the superconducting vacuum is its ability to expel magnetic

fields. If you attempt to pass a magnetic field through a superconductor, it resits. This

is known as the Meissner effect. If you insist, by cranking up the magnetic field, the

superconductor will relent, but it will not do so uniformly. Instead, the magnetic field

will form string-like filaments known as vortices.

We can model this using the Abelian Higgs model. This is a U(1) gauge field, coupled

to a complex scalar

S =

∫
d4x − 1

4e2
FµνF

µν + |Dµϕ|2 − λ(|ϕ|2 − v2)2

with Dµϕ = ∂µϕ− iAµϕ. (As an aside: in an actual superconductor, the complex scalar

field describes the cooper pair of electrons, and should have a non-relativistic kinetic

term rather than the relativistic kinetic terms we use here.)

In the vacuum, the scalar has an expectation value, ⟨|ϕ|⟩ = v, spontaneously breaking

the U(1) gauge symmetry and giving the photon a mass, m2
γ = 2e2v2. This is, of course,

is the Higgs mechanism. In this vacuum, the scalar also has a mass given bym2
ϕ = 4λv2.

Let’s start by seeing how this explains the Meissner effect. We’ll look for time

dependent solutions, with A0 = 0 and a magnetic field Bi = −1
2
ϵijkFjk. If we assume

that the Higgs field doesn’t deviate from ϕ = v then the equation of motion for the

gauge field is

∇×B = −m2
γA ⇒ ∇2B = m2

γB

This is known as the London equation. It tells us that magnetic fields are exponentially

damped in the Higgs phase, with solutions of the form B(x) = B0 e
−mγx. In the context
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of superconductors, the length scale L = 1/mγ is known as the penetration depth. Later

another length scale, ξ ∼ 1/mϕ, will also be important; this is called the correlation

length.

Of course, the assumption that ϕ = v is not justified: ϕ is a dynamical field and

is determined by its equation of motion. This is where we will find the vortices. We

decompose the complex scalar as

ϕ = ρeiα

All finite energy, classical configurations must have ρ→ v as x→∞. But the phase σ

is arbitrary. This opens up an interesting topological possibility. Consider a classical

configuration which is invariant in the x3 direction, but is localised in the (x1, x2) plane.

The translational invariance x3 reflects the fact that we will be constructing an infinite

string solution, aligned along x3. We parameterise the plane by radial coordinates

x1+ ix2 = reiθ. Then all configurations whose energy is finite when integrated over the

(x1, x2) plane involve a map

α(θ) : S1
∞ 7→ S1 (2.68)

These maps fall into disjoint classes, labelled by the number of times that σ winds as

we move around the asymptotic circle S1
∞. This is the same kind of idea that we met

when discussing theta vacua and instantons in Sections 2.2 and 2.3. In that case we

were dealing with the homotopy group Π3(S
3); here we have a simpler situation, with

maps of the form (2.68) classified by

Π1(S
1) = Z

In this case, it is simple to write down an expression for the integer n ∈ Z which

classifies the map. It is the winding number,

n =
1

2π

∫
S1
∞

dθ
∂α

∂θ
∈ Z (2.69)

In this way, the space of field configurations decompose into sectors, labelled by n ∈ Z.

The vacuum sits in the sector n = 0. A particularly simple way to find classical solutions

is to minimize the energy in a sector n ̸= 0. These solutions, which are stabilised by

their winding at infinity, and are often referred to as topological solitons. In the present

context, these solitons will the vortices that we are looking for.
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Figure 13: The profile for the magnetic field and Higgs field in a vortex.

We’ll consider radially symmetric scalar profiles of the form

ϕ(r, θ) = ρ(r)einθ (2.70)

We will first see why any configuration with n ̸= 0 necessarily comes with a magnetic

field. Because our configurations are invariant under x3 translations, they will always

have a linearly diverging energy corresponding to the fact that we have an infinite

string. But the energy density in the (x1, x2) plane should integrate to a finite number.

We denote the energy per unit length of the vortex string by σ. The kinetic term for

the scalar gives a contribution to the energy that includes

σ ∼
∫
drdθ r

∣∣∣∣(1

r

∂

∂θ
− iAθ

)
ϕ

∣∣∣∣2 = ∫ drdθ r

∣∣∣∣inρr − iAθρ
∣∣∣∣2

If we try to set Aθ = 0, the energy has a logarithmic divergence from the integral over

the (x1, x2) plane. To compensate we must turn on Aθ → n/r as r → ∞. But this

means that the configuration (2.70) is accompanied by a magnetic flux

Φ =

∫
d2x B3 =

∮
dθ rAθ = 2πn (2.71)

We see that the flux is quantised. This is the same quantisation condition that we saw

for magnetic monopoles in Section 1.1 (albeit with a rescaled convention for the gauge

field because we chose to put the coupling e2 in front of the action). Note, however, that

here we haven’t invoked any quantum mechanics; in the Higgs phase, the quantisation

of flux happens for topological reasons, rather than quantum reasons.

So far we have talked about configurations with winding, but not yet discussed

whether they are solutions to the equations of motion. It is not hard to find solutions

for a single vortex with n = 1 (or, equivalently, an anti-vortex with n = −1). We write
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an ansatz for the gauge field as Aθ = f(r)/r and require f(r) → 1 as r → ∞. The

equations of motion then reduce to ordinary differential equations for ρ(r) and f(r).

Although no analytic solutions are known, it is simple to solve them numerically. These

solutions are often referred to as Nielsen-Olesen vortices.

Here we will build some intuition for what these look like without doing any hard

work. The key feature is that ϕ winds asymptotically, as in (2.70), which means that

by the time we get to the origin it has something of an identity crisis and does not

know which way to point. The only way in which the configuration can remain smooth

is if ϕ = 0 at the origin. But it costs energy for ϕ to deviate from the vacuum, so it

must do so over as small a scale as possible. This scale is ξ ∼ 1/mϕ.

Similarly, we know that the flux (2.71) must be non-zero. It is energetically preferable

for this flux to sit at the origin, since this is where the Higgs field vanishes. This flux

spreads over a region associated to the penetration length L ∼ 1/mγ. The resulting

profiles for the Higgs and magnetic fields are sketched in the figures.

Type I, Type II and Bogomonlyi

Before we explain why these vortices provide a good analogy for confinement, we first

make a small aside. As described above, there are two length scales at play in the

vortex solutions. The Higgs field drops to zero over a region of size ∼ ξ while the

magnetic field is spread over a region of size ∼ L.

The ratio of these two scales determines the force between two parallel vortices. For

far separated vortices, the force is exponentially suppressed, reflecting the fact that the

theory is gapped. As they come closer, either their magnetic flux will begin to overlap

(if L > ξ), or their scalar profiles will begin to overlap (if ξ > L). The magnetic flux is

repulsive, while the scalar field is attractive. Based on this distinction, superconductors

are divided into two classes:

Type I: ξ > L. In this case, the overlap of the scalar profiles of vortices provide the

dominant, attractive force. If one applies a uniform magnetic field to a superconductor,

it turns into one big vortex. But a big vortex is effectively the same as turning the

system back into the normal phase. This means that the superconductor resists an

applied magnetic field until it reaches a critical value, at which point the system exits

the Higgs phase. This means that no vortices are seen in Type I superconductors.

Type II: ξ < L. Now the magnetic flux of the vortices overlap are they approach,

resulting in a repulsive force. This means that when a uniform magnetic field is applied

to a Type II superconductor, it will form many vortices, each of which wants to be as
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Figure 14: An Abrikosov lattice in a Type II superconductor.

far from the others as possible. The result is a periodic array of vortices known as an

Abrikosov lattice. An example is shown in the figure4.

At the boundary between Type I and Type II superconductors, the heuristic ar-

guments above suggest that there are no forces between vortices. Mathematically,

something rather pretty happens at this point. We have m2
γ = m2

ϕ or, equivalently,

λ = e2/2. At this special value, we can write the tension of the vortex string as the

sum of squares,

σ =

∫
d2x

1

2e2
B2

3 +
∑
i=1,2

|Diϕ|2 +
e2

2
(|ϕ|2 − v2)2

=

∫
d2x |D1ϕ− iD2ϕ|2 + iD1ϕ

†D2ϕ− iD2ϕ
†D1ϕ

+
1

2e2
(
B3 + e2(|ϕ|2 − v2)

)2 −B3(|ϕ|2 − v2)

=

∫
d2x |D1ϕ− iD2ϕ|2 − iϕ†[D1,D2]ϕ+

1

2e2
(
B2

3 + e2(|ϕ|2 − v2)
)2 −B3(|ϕ|2 − v2)

=

∫
d2x |D1ϕ+ iD2ϕ|2 +

1

2e2
(
B3 + e2(|ϕ|2 − v2)

)2
+ v2B3

where, in going to the last line, we used the fact that [D1,D2] = −iF12 = +iB3. This

“completing the square” trick is the same kind of Bogomolnyi argument that we used in

Section 2.3 when discussing instantons. Since the two squares are necessarily positive,

the energy can be bounded by

E ≥
∫
d2x v2B3 = 2πv2n

4This picture is taken from P. Goa et al, Supercond. Sci. Technol. 14, 729 (2001). A nice gallery

of vortex lattices can be found here.
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Figure 15: The flux lines for a monopole

and anti-monopole in vacuum.

Figure 16: The same flux lines in a su-

perconductor.

where we have related the flux to the winding using (2.71). This is nice. In a sector

with winding n > 0, there is a minimum energy bound. Moreover, we can saturate this

bound by requiring that the quantities in the squares vanish,

D1ϕ = iD2ϕ and B3 = −e2(|ϕ|2 − v2) (2.72)

These are the Bogomolnyi vortex equations. For n < 0, one can play a similar game

with some minus signs shuffled around to derive Bogomolnyi equations for anti-vortices.

The vortex equations (2.72) have a number of remarkable properties. In particular,

it can be shown that the general solution has 2n parameters which, at least for far sep-

arated vortices, can be thought of as the position of n vortices on the plane. Physically,

this arises because there is no force between the vortices. You can read more about

this in the lecture notes on Solitons.

The Confinement of Monopoles

So far we’ve reviewed some basic physics of the Higgs phase of electromagnetism. But

what does this have to do with confinement? To see the connection, we need to think

about what would happen if we place a Dirac monopole inside a superconductor.

To get some grounding, let’s first consider a monopole and anti-monopole in vacuum.

Their magnetic field lines spread out in a pattern that is familiar from the games we

played with iron filings and magnets when we were kids. This is sketched in the left-

hand figure. These field lines result in a Coulomb-like force between the two particles,

V (r) ∼ 1/r.

Now what happens when we place these particles inside a superconductor? The

magnetic flux lines can no longer spread out, but instead must form collimated tubes.

This is sketched in the right-hand figure. This tube of flux is the vortex that we
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Figure 17: A simulation of a separated

quark anti-quark pair in QCD.

Figure 18: A simulation a separated

baryon state in QCD.

described above As we have seen, happily the magnetic flux carried by a single vortex

coincides with the magnetic flux emitted by a single Dirac monopole. The energy cost

in separating the monopole and anti-monopole by a distance r is now

V (r) = σr

where σ is the energy per unit length of the vortex string. In other words, inside a

superconductor, magnetic monopoles are confined!

What lesson for Yang-Mills can we take away from this? First, it seems very plausible

that the confinement of quarks in Yang-Mills is again due to the emergence of flux lines,

this time (chromo)electric rather than magnetic flux lines. However, in contrast to the

Abelian Higgs model, the Yang-Mills flux tube is not expected to arise as a semi-

classical solution of the Yang-Mills equations. Instead, the flux tube should emerge in

the strongly coupled quantum theory where one sums over many field configurations.

Indeed, such flux tubes are seen in lattice simulations where they provide dominant

contributions to the path integral. An example is shown in the figure5.

It is less obvious how these flux tubes form between N well separated quarks which

form a baryon. Simulations suggest that the flux tubes emitted by each quarks can

join together at an N -string vertex. The picture for a well separated baryon in QCD,

with G = SU(3) gauge group, is shown in the figure.

We might also wish to take away another lesson from the superconducting story. In

the Abelian Higgs model, the electrically charged field ϕ condenses, resulting in the

confinement of monopoles. Duality then suggests that to confine electrically charged

5These simulations were created by Derek Leinweber. You can find a host of beautiful QCD

animations on his webpage.
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objects, such as quarks, we should look to condense magnetic monopoles. This idea

smells plausible, but there has been scant progress in making it more rigorous in the

context of Yang-Mills theory. (For what it’s worth, the idea can be shown to work in

certain supersymmetric theories.) Nonetheless, it encourages us to look for magnetic

objects in non-Abelian gauge theories. We will describe these in Sections 2.6 and 2.8.

Regge Trajectories

The idea that quark anti-quark pairs are held together by flux tubes has experimental

support. Here we’ll provide a rather simplistic model of this set up. Ignoring the overall

translational motion, the energy of two, massless relativistic quarks, joined together by

a string, is given by

E = p+ σr

with p = p1− p2 the relative momentum. We’ll embrace the spirit of Bohr, and require

that the angular momentum is quantised: J = pr ∈ Z. We can then write the energy

as

E =
J

r
+ σr

For a fixed J , this is minimized at r =
√
J/σ, which gives us the relationship between

the energy and angular momentum of the states,

E2 ∼ σJ

We can now compare this to the data for hadrons.

Figure 19:

A plot of the mass2 vs spin is known as a Chew-

Frautschi plot. It is shown on the right for light vec-

tor mesons6. We see that families of meson and their

resonances do indeed sit on nice straight lines, re-

ferred to as Regge trajectories. The slope of the lines

is determined by the QCD string tension, which

turns out to be around σ ∼ 1.2 GeV 2. Perhaps

more surprisingly, the data also reveals nice straight

Regge trajectories in the baryon sector.

2.5.3 Wilson Loops Revisited

Above we identified two different possible phases of Yang-Mills theory: the Coulomb

phase and the confining phase. The difference between them lies in the forces experi-

enced by two well-separated probe particles.
6This plot was taken from the paper by D. Ebert, R. Faustov and V. Galkin, arXiv:0903.5183.
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• Coulomb: V (r) ∼ 1/r

• Confining: V (r) ∼ r

To this, we could add a third possibility that occurs when the gauge field is Higgsed,

so that electric charges are completely screened. In this case we have

• Higgs: V (r) ∼ constant

We’ll discuss this phase more in Section 2.7.3.

Usually in a quantum field theory (or in a statistical field theory) we identify the

phase by computing the expectation value of some order parameter. The question that

we would like to ask here is: what is the order parameter for confinement?

To answer this, we can rephrase our earlier discussion in terms of the path integral.

To orient ourselves, let’s first return to Maxwell theory. If we want to compute the path

integral in the presence of an electrically charged probe particle, we simply introduce

the particle by its associated current Jµ, which now acts as a source. We then add to

the action the term AµJ
µ. Moreover, for a probe particle which moves along a worldline

C, the current J is a delta-function localised on C. We then compute the partition

function with the insertion ei
∮
C A,〈

exp

(
i

∮
C

A

)〉
=

∫
DA exp

(
i

∮
C

A

)
eiSMaxwell (2.73)

where we’re being a little sloppy on the right-hand-side, omitting both gauge fixing

terms and the normalisation factor coming from the denominator.

In Yang-Mills, there is a similar story. The only difference is that we can’t just

stipulate a fixed current Jµ because the term AµJ
µ is not gauge invariant. Instead, we

must introduce some internal colour degrees of freedom for the quark, as we described

previously in Section 2.1.3. As we saw, integrating over these colour degrees of freedom

leaves us with the Wilson loop W [C], which we take in the fundamental representation

W [C] = trP exp

(
i

∮
A

)
Performing the further path integral over the gauge fields A leaves us with the expec-

tation value of this Wilson loop〈
W [C]

〉
=

∫
DA trP exp

(
i

∮
C

A

)
eiSY M (2.74)
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Now consider the specific closed loop C shown in the figure. We again take this to sit in

the fundamental representation. It has the interpretation that we create a quark anti-

quark pair, separated by a distance r, at some time in the past. These then propagate

forward for time T , before they annihilate back to the vacuum.

What behaviour would we expect from the expectation value

T

r

Figure 20:

⟨W [C]⟩? We’ll work in Euclidean space. Recall from our earlier lec-

tures on quantum field theory that, for long times, the path integral

projects the system onto the lowest energy state. Before the quarks

appear, and after they’ve gone, this is the ground state of the system

which we can take to have energy zero. (Actually, you can take it

to have any energy you like; its contribution will disappear from our

analysis when we divide by the normalisation factor that missing on

the right-hand-side of (2.73) and (2.74).) However, in the presence

of the sources, the ground state of the system has energy V (r). This

means that we expect the Euclidean path integral to give

lim
r,T→∞

〈
W [C]

〉
∼ e−V (r)T

This now gives us a way to test for the existence of the confining the phase directly in

Yang-Mills theory. If the theory lies in the confining phase, we should find

lim
r,T→∞

〈
W [C]

〉
∼ e−σA[C] (2.75)

where A[C] is the area of the the loop C. This is known as the area law criterion for

confinement. We won’t be able to prove that Wilson loops in Yang-Mills exhibit an

area law, although we’ll offer an attempt in Section 4.2 when we discuss the strong

coupling expansion of lattice gauge theory. We will have more success in Section 7 and

8 when we demonstrate confinement in lower dimensional gauge theories.

If a theory does not lie in the confining phase, we get different behaviour for the

Wilson loop. For example, we could add scalar fields which condense and completely

break the gauge symmetry. This is the Higgs phase, and we will discuss it in more

detail in Section 2.7 where we first introduce dynamical matter fields. In the Higgs

phase, we have

lim
r,T→∞

〈
W [C]

〉
∼ e−µL

where L = 2(r + T ) is the perimeter of the loop and µ is some mass scale associated

to the energy in the fields that screen the particle. This kind of perimeter law is

characteristic of the screening phase of a theory.
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Wilson Loops as Operators

There is a slightly different perspective on Wilson loops that will also prove useful: we

can view them as operators on the Hilbert space of states. Since we are now dealing

with Hilbert spaces and states, it’s important that we are back in Lorentzian signature.

In quantum field theory, states are defined as living on a spacelike slice of the system.

For this reason, we should first rotate our Wilson loop so that C is a spacelike, closed

curve, sitting at a fixed point in time. The interpretation of the operator W [C] is

that it adds to the state a loop of electric flux along C. To see this, we can again

revert to the canonical formalism that we introduced in Section 2.2. The electric field

is Ei = −iδ/δAi(x), so we have

EiW [C] = trP
([

δ

δAi(x)

∮
C

A

]
W [C]

)
which indeed has support only on C.

The expectation value ⟨W [C]⟩ is now interpreted as the amplitude for a loop of

electric flux W [C]|0⟩ to annihilate to the vacuum ⟨0|. In the confining phase, this is

unlikely because the flux tube is locally stable. The flux tube can, of course, shrink

over time and disappear, but that’s not what ⟨W [C]⟩ is measuring. Instead, it’s looking

for the amplitude that the flux tube instantaneously disappears. This can happen only

through a tunnelling effect which, in Euclidean space, involves a string stretched across

the flux tube acting. This Euclidean action of this string is proportional to its area,

again giving ⟨W [C]⟩ ∼ e−σA with A[C] the minimal area bounding the curve.

In contrast, in the Higgs phase the string is locally unstable. Each part of the

string can split into pieces and dissolve away. This is still unlikely: after all, it has to

happen at all parts of the string simultaneously. Nonetheless, it is more likely than the

corresponding process in the confining phase, and this is reflected in the perimeter law

⟨W [C]⟩ ∼ e−µL.

2.6 Magnetic Probes

Much of our modern understanding of gauge theories comes from the interplay between

electric and magnetic degrees of freedom. In the previous section we explored how Yang-

Mills fields respond to electric probes. In this section, we will ask how they respond to

magnetic probes.
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A warning: the material in this section is a little more advanced than what we covered

until now and won’t be required for much of what follows. (An exception is Section 3.6

which discusses discrete anomalies and builds on the machinery we develop here.) In

particular, sections 2.7 and 2.8 can both be read without reference to this section.

2.6.1 ’t Hooft Lines

Our first task is to understand how to construct an operator that corresponds to the

insertion of a magnetic monopole. These are referred to as ’t Hooft lines. For electric

probes, we could build the corresponding Wilson line out of local fields Aµ. But there

are no such fields that couple to magnetic charges. This means that we need to find a

different way to describe the magnetic probes.

We will achieve this by insisting that the fields of the theory have a prescribed singular

behaviour on a given locus which, in our case, will be a line C in spacetime. Because

such operators disrupt the other fields in the theory, they are sometimes referred to as

disorder operators.

’t Hooft Lines in Electromagnetism

To illustrate this idea, we first describe ’t Hooft lines in U(1) electromagnetism. We

have already encountered magnetic monopoles in Section 1.1. Suppose that a monopole

of charge m traces out a worldline C in R3,1. (We referred to magnetic charge as g in

Section 1.1, but this is now reserved for the Yang-Mills coupling so we have to change

notation.) For any S2 that surrounds C, we then have∫
S2

B · dS = m (2.76)

We normalise the U(1) gauge field to have integer electric charges. As explained in

Section 1.1, the requirement that the monopole is compatible with these charges gives

the Dirac quantisation condition (1.3), which now reads

eim = 1 ⇒ m ∈ 2πZ (2.77)

For the magnetic field to carry flux (2.76), we must impose singular boundary conditions

on the gauge field. As an example, suppose that we take the line C to sit at the spatial

origin x = 0 and extend in the temporal direction t. Then, as explained in Section 1.1

we can cover the S2 by two charts. Working in polar coordinates with Ar = 0 gauge,

in the northern hemisphere, we take the gauge field to have the singular behaviour

Aϕ →
m(1− cos θ)

2r sin θ
as r → 0
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There is a similar condition (1.7) in the southern hemisphere, related by a gauge trans-

formation.

We now define the ’t Hooft line T [C] by requiring that we take the path integral only

over fields subject to the requirement that they satisfy (2.76) on C. This is a rather

unusual definition of an “operator” in quantum field theory. Nonetheless, despite its

unfamiliarity, , we can – at least in principle – use to compute correlation functions of

T [C] with other, more traditional operators.

’t Hooft Lines in Yang-Mills

What’s the analogous object in Yang-Mills theory with gauge group G. To explain the

generalisation of Dirac quantisation to an arbitrary, semi-simple Lie group we need to

invoke a little bit of Lie algebra-ology that was covered in the Symmetries and Particles

course.

We work with a Lie algebra g. We denote the Cartan sub-algebra as H ⊂ g. Recall

that this is a set of r mutually commuting generators, where r is the rank of the Lie

algebra. Throughout the rest of this section, bold (and not silly gothic) font will denote

an r-dimensional vector.

We again define a ’t Hooft line for a timelike curve C sitting at the origin. We will

require that the magnetic field Bi, i = 1, 2, 3, takes the form

Bi → xi

4πr3
Q(x) as r → 0

where Q(x) is a Lie algebra valued object which specifies the magnetic charge of the

’t Hooft line. Spherical symmetry requires that Q(x) be covariantly constant. We can

again cover the S2 with two charts, and in each pick Q(x) to be a constant which, by

a suitable gauge transformation, we take to sit in the Cartan subalgebra. We write

Q = m ·H

for some r-dimensional vector m which determines the magnetic charge. We can think

of this as r Dirac monopoles, embedded in the Cartan subalgebra.

The requirement that the ’t Hooft lines are consistent in the presence of Wilson lines

gives the generalised Dirac quantisation condition,

exp (im ·H) = 1 (2.78)

The twist is that this must hold for all representations of the Lie algebra. To see why

this requirement affects the allowed magnetic charges, consider the case of G = SU(2).
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We can pick a U(1) ⊂ SU(2) in which we embed a Dirac monopole of charge m. The

W-bosons have electric charge q = ±1 and are consistent with a ’t Hooft line of charge

m = 2π. However, our ’t Hooft line should also be consistent with the insertion of a

Wilson line in the fundamental representation, and this carries charge q = ±1/2. This
means that, for G = SU(2), the ’t Hooft line must carry m = 2, twice the charge of

the simplest Dirac monopole.

To extend this to a general group and representation, we need the concept of weights.

Given a d dimensional representation, |µa⟩ with a = 1, . . . , d of g, we may introduce a

set of weights, which are the eigenvalues

H|µa⟩ = µa|µa⟩ (2.79)

All such weights span the weight lattice Λw(g).

The weights of the adjoint representation are special and are referred to as roots.

Recall that these roots α can be used to label the other generators of the Lie algebra,

which are denoted as Eα. In the adjoint representation, the eigenvalue condition (2.79)

becomes the commutation relation [H, Eα] = αEα. Importantly, the roots also span

a lattice

Λroot(g) ⊂ Λw(g)

The weights and roots have the property that

α · µ
α2

∈ 1

2
Z

for all µ ∈ Λw(g) and α ∈ Λroot(g). This is exactly what we need to solve the Dirac

quantisation condition (2.78), which becomes m ·µ ∈ 2πZ for all µ ∈ Λw(g). We define

the co-root

α∨ =
2α

α2

These co-roots also span a lattice, which we call Λco−root(g). Clearly, we have α
∨ ·µ ∈ Z

for all α∨ ∈ Λco−root(g) and µ ∈ Λw(g). If the magnetic charge vector sits in the co-root

lattice, then the Dirac quantisation condition is obeyed. More generally, it turns out

that for simply connected groups we have

m ∈ 2πΛco−root(g) (2.80)

This is sometimes referred to as the Goddard-Nuyts-Olive (or GNO) quantisation con-

dition. We will look at the possible magnetic charges for non-simply connected groups

shortly.
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There is one last part of this story. The co-root lattice can be viewed as the root

lattice for a Lie algebra g∨, so that Λco−root(g) = Λroot(g
∨) For simply laced algebras

(these are the ADE series, and so includes su(N)), all roots have the same length and

are normalised to α2 = 2. In this case, the roots and co-roots are the same and g∨ = g.

For non-simply laced groups, the long and short roots get exchanged. This means that,

for example, so(2N + 1)∨ = sp(N) and sp(N)∨ = so(2n+ 1).

2.6.2 SU(N) vs SU(N)/ZN

There seems to be something of an imbalance between the Wilson line operators and

the ’t Hooft line operators. Of course, these electric and magnetic probes are defined

in rather different ways, but that’s not our concern. Instead, it’s slightly disconcerting

that there are more Wilson line operators than ’t Hooft line operators. This is because

Wilson line operators are labelled by representations R which, in turn, are associated to

elements of the weight lattice Λw(g). In contrast, ’t Hooft lines are labelled by elements

of Λroot(g
∨) which is a subset of Λw(g

∨). Roughly speaking, this means that Wilson

lines can sit in any representation, including the fundamental, while ’t Hooft lines can

only sit in representations that arise from tensor products of the adjoint. Why?

To better understand the allowed magnetic probes, we need to look more closely

at the global topology of the gauge group. We will focus on pure Yang-Mills with

G = SU(N). Because the gauge bosons live in the adjoint representation, they are

blind to any transformation which sits in the centre ZN ⊂ SU(N),

ZN =
{
e2πikN , k = 0, 1, . . . , N − 1

}
The gauge bosons do not transform under this centre ZN subgroup. In the older

literature, it is sometimes claimed that the correct gauge group of Yang-Mills is actually

SU(N)/ZN . But this is a bit too fast. In fact, the right way to proceed is to understand

that there are two different Yang-Mills theories, defined by the choice of gauge group

G = SU(N) or G = SU(N)/ZN

Indeed, more generally we have a different theory with gauge group G = SU(N)/Zp
for any Zp subgroup of ZN . The difference between these theories is rather subtle. We

can’t distinguish them by looking at the action, since this depends only on the shared

su(N) Lie algebra. Moreover, this means that the correlation functions of all local

operators are the same in the two theories so you don’t get to tell the difference by

doing any local experiments. Nonetheless, different they are. The first place this shows

up is in the kinds of operators that we can use to probe the theory.
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Figure 21: The figure on the left shows that allowed Wilson and ’t Hooft lines (in green)

for the gauge group SU(3). The figure on the right shows the allowed lines for gauge group

SU(3)/Z3.

Let’s start with the Wilson lines. As we saw in Section 2.5, these are labelled by

a representation of the group. The representations of G = SU(N)/ZN are a subset

of those of G = SU(N); any representation that transforms non-trivially under ZN
is prohibited. This limits the allowed Wilson lines. In particular, the theory with

G = SU(N)/ZN does not admit the Wilson line in the fundamental representation,

but Wilson lines in the adjoint representation are allowed. Similarly, the theory with

gauge group G = SU(N)/ZN cannot be coupled to fundamental matter; it can be

coupled to adjoint matter.

This has a nice description in terms of the lattices that we introduced. For G =

SU(N), the representations are labelled by the weight lattice Λw(g). (The precise

statement is that there is a one-to-one correspondence between representations and

Λw(g)/W where W is the Weyl group.) However, for G = SU(N)/ZN , the representa-

tions are labelled by the root lattice Λroot(g). Indeed, the difference between the weight

and root lattice for g = su(N) is precisely the centre,

Λw(g)/Λroot(g) = ZN

Now we come to the ’t Hooft lines. When we introduced ’t Hooft lines in the previous

section, we were implicitly working with the universal cover of the gauge group, so

that all possible Wilson lines were allowed. The requirement that magnetic charges are

compatible with all representations and, in particular, the fundamental representation,

resulted in the GNO condition (2.80) in which ’t Hooft lines are labelled by Λroot(g).

But what if we work with G = SU(N)/ZN? Now we have fewer Wilson lines, and so

the demands of Dirac quantisation are less onerous. Correspondingly, in this theory

the ’t Hooft lines are labelled by Λw(g).
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We can summarise the situation by labelling any line operator by a pair of integers

(ze, zm) ∈ ZeN × ZmN (2.81)

These describe how a given line operator transforms under the electric and magnetic

centres of the group. If we have two line operators, labelled by (ze, zm) and (z′ e, z′m)

then Dirac quantisation requires zez′m − zmz′ e = 0 mod N . Note the similarity with

the quantisation condition on dyons (1.4) that we met earlier.

For gauge group G = SU(N), the line operators are labelled by (ze, 0) with ze =

0, . . . , N − 1. Note that this doesn’t mean that there are no magnetically charged ’t

Hooft lines: just that these lines sit in the root lattice and so have zm = 0 mod N .

In contrast, for G = SU(N)/ZN the line operators are labelled by (0, zm) with

zm = 0, . . . , N − 1. This time the Wilson lines must transform trivially under the

centre of the group, so ze = 0 mod N . The resulting line operators for G = SU(3) and

G = SU(3)/Z3 are shown in Figure 21. Yang-Mills with G = SU(N) has more Wilson

lines; Yang-Mills with G = SU(N)/ZN has more ’t Hooft lines.

There is a slightly more sophisticated way of describing these different line operators

using the idea of generalised symmetries. We postpone this discussion until Section 3.6

where we will find an application in discrete anomalies.

The Theta Angle and the Witten Effect

The Witten effect gives rise to an interesting interplay between ’t Hooft lines and the

theta angle of Yang-Mills. Recall from Section 1.2.3, that a Dirac monopole of charge

m in Maxwell theory picks up an electric charge proportional to the θ angle, given by

q =
θm

2π

This analysis carries over to ’t Hooft lines in both Maxwell and Yang-Mills theories.

In the latter case, a shift of θ → θ + 2π changes the electric charge carried by a line

operator,

θ → θ + 2π ⇒ (ze, zm)→ (ze + zm, zm)

For G = SU(N), this maps the spectrum of line operators back to itself. However,

for G = SU(N)/ZN there is something of a surprise, because after a shift by 2π, the

spectrum of line operators changes. This is shown in Figure 22 for G = SU(3)/ZN . We

learn that the theory is not invariant under a shift of θ → θ+2π. Instead, to return to
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Figure 22: The spectrum of dyonic line operators in gauge group SU(3)/Z3, shown for θ = 0

(on the left), θ = 2π (in the middle) and θ = 4π (on the right).

our original theory, with the same line operators, we must send θ → θ+2πN . In other

words,

G = SU(N) has θ ∈ [0, 2π) , G = SU(N)/ZN has θ ∈ [0, 2πN)

We’ll explore some consequences of this in Section 3.6 when we discuss anomalies in

discrete symmetries.

One of the arguments we gave in Section 2.2 for the periodicity θ ∈ [0, 2π) was the

appropriate quantisation of the topological charge
∫
d4x tr ⋆F µνFµν . Instantons provide

solutions to the equations of motion with non-vanishing topological charge. For Yang-

Mills with G = SU(N)/ZN , the enlarged range of θ suggests that there might be

“fractional instantons”, configurations that carry 1/N th the charge of an instanton.

In fact, there are no such non-singular configurations on R4. But these fractional

instantons do arise on manifolds with non-trivial topology. For example, if we take

Euclidean spacetime to be T4, we can impose twisted boundary conditions in which,

upon going around any circle, gauge fields come back to themselves up to a gauge

transformation which lies in the centre ZN . Such boundary conditions are allowed for

gauge group G = SU(N)/ZN , but not for G = SU(N). One can show that these

classes of configurations carry the requisite fractional topological charge.

’t Hooft Lines as Order Parameters

One of the primary motivations for introducing line operators is to find order parameters

that will distinguish between different phases of the theory. When G = SU(N) we

have the full compliment of Wilson lines. As we saw in Section 2.5, an area law for the

fundamental Wilson loop signals that the theory lies in the confining phase, which is
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the expected behaviour for pure Yang-Mills. If we also add scalar fields to the theory,

these could condense so that we sit in the Higgs phase; in this case the Wilson loop

exhibits a perimeter law.

If the gauge group is G = SU(N)/ZN , we no longer have the fundamental Wilson

line at our disposal. Instead, we have the fundamental ’t Hooft line with zm = 1,

and this now acts as our order parameter. Since the local dynamics is independent of

the global topology of the gauge group, pure Yang-Mills theory is again expected to

confine. But, as in our discussion of superconductors in Section 2.5.2, the confinement

of electric charge is equivalent to the screening of magnetic charge. This means that

the signature of electric confinement is now a perimeter law for the ’t Hooft line.

We can also consider G = SU(N)/ZN Yang-Mills in the Higgs phase. The theory

does not admit scalar fields in the fundamental representation, so we introduce adjoint

scalars which subsequently condense. A single adjoint scalar will break the gauge

group to its maximal torus, U(1)N−1, but with two misaligned adjoint Higgs fields we

can break the gauge symmetry completely. This is the Higgs phase. As described in

Section 2.5.2, the Higgs phase can be thought of as confinement of magnetic charges.

Correspondingly, the ’t Hooft line now exhibits an area law.

That’s All Well and Good, but...

The difference between Yang-Mills with G = SU(N) and G = SU(N)/ZN seems rather

formal. As we mentioned above, all correlation functions of local operators in the two

theories coincide, which means that any local experiment that we can perform will

agree. The theories only differ in the kinds of non-local probes that we can introduce.

You might wonder whether this is some pointless intellectual exercise.

If we consider Yang-Mills on flat R3,1, then there is some justification in ignoring

these subtleties: the physics of the two theories is the same, and we’re just changing

the way we choose to describe it. However, even in this case these subtleties will help

us say something non-trivial about the dynamics as we will see in Section 3.6 when we

discuss discrete anomalies.

The real differences between the two theories arise when we study them on back-

ground manifolds with non-trivial topology. Here the two theories can have genuinely

different dynamics. Perhaps the most straightforward case arises for Yang-Mills coupled

to a single, massless adjoint Weyl fermion. This theory turns out to have supersym-

metry and goes by the name of N = 1 super Yang-Mills. Although supersymmetry is

beyond the scope of these lectures, it turns out that it provides enough of a handle for
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us to make quantitative statements about their dynamics. If we consider these theories

on spacetime R2,1 × S1, the low energy dynamics, specifically the number of ground

states, does depend on the global topology of the gauge group.

2.6.3 What is the Gauge Group of the Standard Model?

We all know the answer to the question in the heading. The gauge group of the Standard

Model is

G = U(1)Y × SU(2)× SU(3)

Or is it?

The fermions in a single generation sit in the following representations of G,

Leptons: lL : (2,1)−3 ⇒ (ze2, z
e
3)Y = (1, 0)−3

eR : (1,1)−6 ⇒ (ze2, z
e
3)Y = (0, 0)−6

Quarks: qL : (2,3)+1 ⇒ (ze2, z
e
3)Y = (1, 1)+1

uR : (1,3)+4 ⇒ (ze2, z
e
3)Y = (0, 1)+4

dR : (1,3)−2 ⇒ (ze2, z
e
3)Y = (0, 1)−2

where the subscript denotes U(1)Y hypercharge Y , normalised so that Y ∈ Z. We could

add to this the right-handed neutrino νR which is a gauge singlet. In the table above,

we have also written the charges ze2 and z
e
3 under the Z2×Z3 centre of SU(2)×SU(3).

Finally, the Higgs boson sits in the representation (2,1)3 ⇒ (ze2, z
e
3)Y = (1, 0)3.

Each of these representations has the property that

Y = 3ze2 − 2ze3 mod 6

This means that there is a Z6 subgroup of G = U(1)Y × SU(2) × SU(3) under which
all the fields are invariant: we must simultaneously act with the Z6 = Z2 × Z3 centre

of SU(2) × SU(3), together with a Z6 ⊂ U(1)Y . Because nothing transforms under

this Z6 subgroup, you can sometimes read in the literature that the true gauge group

of the Standard Model is

G =
U(1)Y × SU(2)× SU(3)

Γ
(2.82)

where Γ = Z6. But this is also too fast. The correct statement is that there is a fourfold

ambiguity in the gauge group of the Standard Model: it takes the form (2.82), where

Γ is a subgroup of Z6, i.e.

Γ = 1, Z2, Z3, or Z6

We note in passing that we can embed the Standard Model in a grand unified group,

such as SU(5) or Spin(10), only if Γ = Z6.
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As we mentioned above, the choice of Γ does not affect any local correlations functions

and, in particular, does not affect physics at the LHC. Nonetheless, each choice of

Γ defines a different theory and, in principle, the distinction could have observable

consequences. One place that the difference in Γ shows up is in the magnetic sector.

Previously we discussed the allowed ’t Hooft lines. However, there is a folk theorem that

when a quantum field theory is coupled to gravity then any allowed electric or magnetic

charge has a realisation as a physical state. In other words, particles (or groups of

particles) should exist with each of the allowed electric and magnetic charges.We’ll

see in Section 2.8 how magnetic monopoles can arise as dynamical particles in a non-

Abelian gauge theory.

The arguments for this are far from rigorous and, for magnetic charges, boil down to

the fact that an attempt to define an infinitely thin ’t Hooft line in a theory coupled

to gravity will result in a black hole. If we now let this black hole evaporate, and insist

that there are no remnants, then it should spit out a particle with the desired magnetic

charge.

So what magnetic monopoles are allowed for each choice of Γ? First, let’s recall how

electromagnetism arises from the Standard Model. The electromagnetic charge q of

any particle is related to the hypercharge Y and the SU(2) charge τ 3 by

q = −Y
6
+ τ 3

This gives us the familiar electric charges: for the electron q = −1; for the up quark

q = +2/3; and for the down quark q = −1/3.

We denote the magnetic charge under U(1)Y asmY . As we explained in Section 2.5.2,

when a Higgs field condenses, many of the magnetically charged states are confined. In

the Standard Model, those that survive must have

6mY

2π
= zm2 mod 2

The magnetic charge under U(1)Y and SU(2) then conspires so that these states are

blind to the Higgs field. For such states, the resulting magnetic charge under electro-

magnetism is

m = 6mY

Now we’re in a position to see the how the global structure of the gauge group affects

the allowed monopole charge. Suppose that we take Γ = 1. Here, the monopoles must
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obey the Dirac quantisation condition with respect to each gauge group individually.

This means that mY ∈ 2πZ, and so the magnetic charge of any particle is quantised

as m ∈ 12πZ. This is six times greater than the magnetic charge envisaged by Dirac.

Of course, Dirac only knew about the existence of the electron with charge q = 1. The

quarks, together with the structure of the electroweak force, impose a more stringent

constraint.

In contrast, if Γ = Z6, more magnetic charges are allowed. This is entirely analogous

to the situation that we saw in the previous section. The Dirac quantisation condition

now imposes a single constraint on the combined gauge charges from each factor of the

gauge group,

3ze2z
m
2 + 2ze3z

m
3 −

6Y mY

2π
∈ 6Z

But this gives us more flexibility. Now we are allowed a magnetic monopole with

mY = 1
6
× 2π provided that it also carries a magnetic charge under the other groups,

zm2 = 1 and zm3 = 1. In other words, the Standard Model with Γ = Z6 admits

the kind of magnetic monopole that Dirac would have expected, with m = 2π. Of

course, this obeys Dirac quantisation with respect to the electron. But it also obeys

Dirac quantisation with respect to the fractionally charged quarks because it carries a

compensating non-Abelian magnetic charge.

2.7 Dynamical Matter

Until now, we have (mostly) focussed on pure Yang-Mills, without any additional,

dynamical matter fields. It’s time to remedy this. We will consider coupling either

scalar fields, ϕ, or Dirac spinors ψ to Yang-Mills.

Each matter field must transform in a representation R of the gauge group G. In

the Lagrangian, the information about our chosen representation is often buried in the

covariant derivative, which reads

Dµ = ∂µ − iAaµT a(R)

where T a(R) are the generators of the Lie algebra in the representation R. For scalar

fields, the action is

Sscalar =

∫
d4x Dµϕ†Dµϕ− V (ϕ)

where V (ϕ) can include both mass terms and ϕ4 interactions. For spinors, the action

is

Sfermion =

∫
d4x iψ̄ /Dψ −mψ̄ψ
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If we have both scalars and fermions then we can also include Yukawa interactions

between them.

Our ultimate goal is to understand the physics described by non-Abelian gauge the-

ories coupled to matter. What is the spectrum of excitations of these theories? How do

these excitations interact with other? How does the system respond to various probes

and sources? In this section, we will start to explore this physics.

2.7.1 The Beta Function Revisited

The first question we will ask is: how does the presence of these matter degrees of

freedom affect the running of the gauge coupling g2(µ)? This is simplest to answer for

massless scalars and fermions. Suppose that we have Ns scalars in a representation

Rs and Nf Dirac fermions in a representation Rf . The 1-loop running of the gauge

coupling is

1

g2(µ)
=

1

g20
− 1

(4π)2

[
11

3
I(adj)− 1

3
NsI(Rs)−

4

3
NfI(Rf )

]
log

(
Λ2
UV

µ2

)
(2.83)

This generalises the Yang-Mills beta function (2.56). Recall that the Dynkin indices

I(R) are group theoretic factors defined by the trace normalisations,

trT a(R)T b(R) = I(R)δab

and we are working in the convention in which I(F ) = 1
2
for the fundamental (or

minimal) representation of any group.

When a field has mass m, it contributes the running of the coupling only at scales

µ > m, and decouples when µ < m. There is a smooth crossover from one behaviour to

the other at scales µ ∼ m, but the details of this will not be needed in these lectures.

Here we will briefly sketch the derivation of the running of the coupling, following

Section 2.4.2. We will then look at some of the consequences of this result.

The Beta Function for Scalars

If we integrate out a massless, complex scalar field, we get a contribution to the effective

action for the gauge field given by

Seff [A] =
1

2g2

∫
d4x trFµνF

µν + Tr log(−D2)

But this is something we’ve computed before, since it is the same as the ghost contri-

bution to the effective action. The only differences are that we get a plus sign instead

– 100 –



of a minus sign, because our scalars are the sensible kind that obey spin statistics,

and that we pick up the relevant trace coefficient I(R), as opposed to I(adj) for the

ghosts. We can then immediately import our results from Section 2.4.2 to get the scalar

contribution in (2.83)

The Beta Function for Fermions

If we integrate out a massless Dirac fermion, we get a contribution to the effective

action for the gauge field given by

Seff [A] =
1

2g2

∫
d4x trFµνF

µν − log det(i /D)

To compute the determinant, it’s useful to expand as

det(i /D) = det 1/2(−γµγνDµDν)

= det 1/2
(1
2
{γµ, γν}DµDν −

1

2
[γµ, γν ]DµDν

)
= det 1/2

(
−D2 +

i

4
[γµ, γν ]Fµν

)
where, to go to the final line, we have used both the Clifford algebra {γµ, γν} = 2δµν ,

as well as the fact that [Dµ,Dν ] = −iFµν . The contribution to the effective action is

then

− log det(i /D) = −1

2
Tr log

(
−D214 +

i

4
[γµ, γν ]Fµν

)
= −2Tr log(−D2) + [γµ, γν ]Fµν terms

Here the 1
2
has changed into a 2 after tracing over the spinor indices. We’re left

having to compute the contribution from the [γµ, γν ]Fµν terms. This is very similar in

spirit to the extra term that we had to compute for the gauge fluctuations in Section

2.4.2. However, the difference in spin structure means that it differs from the gauge

contribution by a factor of 1/2. The upshot is that we have

− log det(i /D) = −1

2

[
4

3
− 4

]
T (R)

(4π)2

∫
d4k

(2π)4
tr
[
Āµ(k)Āν(−k)

]
(kµkν − k2δµν) log

(
Λ2
UV

k2

)
which gives the fermionic contribution to the running of the gauge coupling in (2.83).

Note that, once again, contributions from the extra spin term (the −4) overwhelm

the contribution from the kinetic term (the +4/3). But, because we are dealing with

fermions, there is an overall minus sign. This means that fermions, like scalars, give a

positive contribution to the beta function.
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2.7.2 The Infra-Red Phases of QCD-like Theories

We will start by ignoring the scalars and considering non-Abelian gauge theories coupled

to fermions. In many ways, this is the most subtle and interesting class of quantum field

theories and we will devote Sections 3 and 5 to elucidating some of their properties.

Here we start by giving a brief tour of what is expected from these theories.

Obviously, there are many gauge groups and representations that we could pick. We

will restrict ourselves to gauge group SU(Nc), where Nc is referred to as the number

of colours. We will couple to this gauge field Nf Dirac fermions, each transforming

in the fundamental representation of the gauge group. Here Nf is referred to as the

number of flavours. We will further take the fermions to be massless, although we

will comment briefly on what happens as they are given masses. This class of theories

will be sufficient to exhibit many of the interesting phenomena that we care about.

Moreover, this class of theories boasts QCD as one of its members (admittedly you

should relax the massless nature of the quarks just a little bit.)

At one-loop, the running of the gauge coupling can be read off from (2.83)

1

g2(µ)
=

1

g20
− 1

(4π)2

[
11Nc

3
− 2Nf

3

]
log

(
Λ2
UV

µ2

)
(2.84)

These theories exhibit different dynamics depending on the ratio Nf/Nc.

The Infra-Red Free Phase

Life is simplest when Nf > 11Nc/2. In this case, the contribution to the beta function

from the matter overwhelms the contribution from the gauge bosons, and the coupling

g2 becomes weaker as we flow towards the infra-red. Such theories are said to be

infra-red free. This means that, for once, we can trust the classical description at low

energies, where we have weakly coupled massless gauge bosons and fermions.

The force between external, probe electric charges takes the form

Velectric(r) ∼
1

r log(rΛUV )

which is Coulombesque, but dressed with the extra log term which comes from the

running of the gauge coupling. This is the same kind of behaviour that we would get

in (massless) QED. Meanwhile, the potential between two external magnetic charges

takes the form

Vmagnetic ∼
log(rΛUV )

r
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The log in the numerator reflects the fact that magnetic charges experience a force

proportional to 1/g2 rather than g2.

When Nf = 11Nc/2, the one-loop beta function vanishes. To see the fate of the

theory, we must turn to the two-loop beta function which we discuss below. It will

turn out that the theory is again infra-red free.

These theories are ill-defined in the UV, where there is a Landau pole. However, it’s

quite possible that theories of these types arise as the low-energy limit of other theories.

The Conformal Window

Next, consider Nf just below 11Nc/2. To understand the behaviour of the theory, we

can look at the two-loop contribution to the beta function,

β(g) = µ
dg

dµ
= β0g

3 + β1g
5 + . . .

with the one-loop beta function extracted from (2.84)

β0 =
1

(4π)2

(
−11Nc

3
+

2Nf

3

)
We won’t compute the two-loop beta function here, but just state the result:

β1 =
1

(16π2)2

(
−34N2

c

3
+
Nf (N

2
c − 1)

Nc

+
10NfNc

3

)
Note that β1 > 0 as long as the number of flavours sits in the range Nf > 34N3

c /(13N
2
c −

3). But β0 < 0 provided Nf < 11Nc/2 and so we can play the one-loop beta function

against the two-loop beta function, to find a non-trivial fixed point of the RG flow, at

which β(g⋆) = 0. This is given by

g2⋆ = −
β0
β1

Importantly, for Nf/Nc = 11/2−ϵ, with ϵ small, we have g2⋆ ≪ 1 and the analysis above

can be trusted. We learn that the low-energy physics is described by a weakly coupled

field theory which, as a fixed point of RG, is invariant under scale transformations.

This is known as the Banks-Zaks fixed point. There is a general expectation (although

not yet a complete proof) that relativistic theories in d = 3+1 which are scale invariant

are also invariant under a larger conformal symmetry.
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At any such fixed point, the scale invariance is enough to ensure that both external

magnetic and electric probes experience a Coulomb force

V (r) ∼ 1

r

Such a phase could be described as a non-Abelian Coulomb phase, comprised of massless

gluons and fermions.

What happens if we now lower Nf with fixed Nc? The formal result above says

that the fixed point remains (at least until Nf ≈ 34N3
c /(13N

2
c − 3) but the value of

the coupling g2⋆ gets larger so that we can no longer trust the analysis. In general, we

expect there to be a conformal fixed point for

N⋆ < Nf <
11Nc

2
(2.85)

for some critical value N⋆. This range of Nf is referred to as the conformal window.

The obvious question is: what is the value of N⋆?

We don’t currently know the answer to this question. At the lower end of the

conformal window, the theory is necessarily strongly coupled which makes it difficult

to get a handle on the physics. There is evidence from numerical work that when

Nc = 3 (which is the case for QCD) then the lower end of the conformal window sits

somewhere in the window N⋆ ∈ [8, 12], and probably closer to the middle than the

edges. One would also expect the conformal to scale with Nc, so one could guess that

N⋆ ≈ 3Nc to 4Nc. There are various arguments that give values of N⋆ in this range,

but none of them are particularly trustworthy.

We’ve seen that there are a set of conformal fixed point, labelled by Nc and Nf in

the range (2.85). We met such fixed points before in the course on Statistical Field

Theory. In that context, we came across the powerful idea of universality: many

different ultra-violet theories all flow to the same fixed point. This is responsible for

the observation that all gases, regardless of their microscopic make-up, have exactly

the same divergence in the heat capacity at their critical point. We could ask: is there

a form of universality in gauge theories? In other words, can we write down two gauge

theories which look very different in the ultra-violet, but nonetheless flow to the same

infra-red fixed point?

We don’t yet know of any examples of such universality in the QCD-like gauge theo-

ries that we discuss in these lectures, although this is most likely due to our ignorance.

However, such examples are known in supersymmetric theories, which consist of gauge
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fields, scalars and fermions interacting with specific couplings. In that context, it is

known that supersymmetric SU(Nc) gauge theories coupled to Nf fundamental flavours

flows to the same fixed point as SU(Nf − Nc) gauge theory coupled to Nf flavours.

(The latter flavours should also be a coupled to a bunch of gauge neutral fields.) Fur-

thermore, the two descriptions can be identified as electric and magnetic variables for

the system. This phenomenon is known as Seiberg duality. However, it is a topic for a

different course.

Confinement and Chiral Symmetry Breaking

What happens when Nf ≤ N⋆ and we are no longer in the conformal window? The

expectation is that for Nf < N⋆ the coupling is once again strong enough to lead to

confinement, in the sense that all finite energy excitations are gauge singlets.

Most of the degrees of freedom will become gapped, with a mass that is set paramet-

rically by ΛQCD = µe1/2β0g
2(µ). However, there do remain some massless modes. These

occur because of the formation of a vacuum condensate

⟨ψ̄iψj⟩ ∼ δij i, j = 1, . . . , Nf

This spontaneously breaks the global symmetry of the model, known as the chiral

symmetry. The result is once again a gapless phase, but now with the massless fields

arising as Goldstone bosons. We will have a lot to say about this phase. We will say it

in Section 5.

For pure Yang-Mills, we saw in Section 2.5 that aWilson line,W [C] = trP exp
(
i
∮
A
)

in the fundamental representation provides an order parameter for the confining phase,

with the area law, ⟨W [C]⟩ ∼ e−σA, the signature of confinement. However, in the pres-

ence of dynamical, charged fundamental matter – whether fermions or scalars – this

criterion is no longer useful. The problem is that, for a sufficiently long flux tube, it

is energetically preferable to break the string by producing a particle-anti-particle pair

from the vacuum. If the flux tube has tension σ and the particles have mass m, this

will occur when the length exceeds L > 2m/σ. For large loops, we therefore expect

⟨W [C]⟩ ∼ e−µL. This is the same behaviour that we previously argued for in the Higgs

phase. To see how they are related, we next turn to theories with scalars.

2.7.3 The Higgs vs Confining Phase

We now consider scalars. These can do something novel: they can condense and spon-

taneously break the gauge symmetry. This is the Higgs phase.
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Consider an SU(Nc) gauge theory with Ns scalar fields transforming in the funda-

mental representation. If the scalars are massless, then the gauge coupling runs as

1

g2(µ)
=

1

g20
− 1

(4π)2

[
11Nc

3
− Ns

6

]
log

(
Λ2
UV

µ2

)
and, correspondingly, the coefficient of the one-loop beta function is

β0 =
1

(4π)2

(
−11Nc

3
+
Ns

6

)
For Ns < 22Nc, the coupling becomes strong at an infra-red scale, ΛQCD = ΛUV e

1/2β0g20 .

It is thought that the theory confines and develops a gap at this scale. We expect no

massless excitations to survive.

What now happens if we give a mass m2 to the scalars? For m2 > 0, we expect these

to shift the spectrum of the theory, but not qualitatively change the physics. Indeed,

for m2 ≫ Λ2
QCD, we can essentially ignore the scalars at low-energies and where we

revert to pure Yang-Mills. The real interest comes when we have m2 < 0 so that the

scalar condense. What happens then?

Suppose that we take m2 ≪ −Λ2
QCD. This means that the scalars condense at a

scale where the theory is still weakly coupled, g2(|m|) ≪ 1, and we can trust our

semi-classical analysis. If we have enough scalars to fully Higgs the gauge symmetry

(Ns ≥ Nc − 1 will do the trick), then all the gauge bosons and scalars again become

massive.

It would seem that the Higgs mechanism and confinement are two rather differ-

ent ways to give a mass to the gauge bosons. In particular, the Higgs mechanism is

something that we can understand in a straightforward way at weak coupling while

confinement is shrouded in strongly coupled mystery. Intuitively, we may feel that the

Higgs phase is not the same as the confining phase. But are they really different?

The sharp way to ask this question is: does the theory undergo a phase transition

as we vary m2 from positive to negative? We usually argue for the existence of a

phase transition by exhibiting an order parameter which has different behaviour in the

two phases. For pure Yang-Mills, the signature for confinement is the area law for

the Wilson loop. But, as we argued above, in the presence of dynamical fundamental

matter the confining string can break, and the area law goes over to a perimeter law.

But this is the expected behaviour in the Higgs phase. In the absence of an order

parameter to distinguish between the confining and Higgs phases, it seems plausible

that they are actually the same, and one can vary smoothly from one phase to another.

To illustrate this, we turn to an example.
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An Example: SU(2) with Fundamental Matter

Consider SU(2) gauge theory with a single scalar ϕ in the fundamental representation.

For good measure, we’ll also throw in a single fermion ψ, also in the fundamental

representation. We take the action to be

S =

∫
d4x − 1

2g2
trF µνFµν + |Dµϕ|2 −

λ

4
(ϕ†ϕ− v2)2 + iψ̄ /Dψ +mψ̄ψ

Note that it’s not possible to build a gauge invariant Yukawa interaction with the

matter content available. We will look at how the spectrum changes as we vary from

v2 from positive to negative.

Higgs Phase, v2 > 0: When v2 ≫ ΛQCD we can treat the action semi-classically. To

read off the spectrum in the Higgs phase, it is simplest to work in unitary gauge in

which the vacuum expectation value takes the form ⟨ϕ⟩ = (v, 0). We can further use

the gauge symmetry to focus on fluctuations of the form ϕ = (v + ϕ̃, 0) with ϕ̃ ∈ R.

You can think of the other components of ϕ as being eaten by the Higgs mechanism to

give mass to the gauge bosons. The upshot is that we have particles of spin 0,1/2 and

1, given by

• A single, massive, real scalar ϕ̃.

• Two Dirac fermions ψi = (ψ1, ψ2). Since the SU(2) gauge symmetry is broken,

these no longer should be thought of as living in a doublet. As we vary the mass

m ∈ R, there is a point at which the fermions become massless. (Classically, this

happen at m = 0 of course.)

• Three massive spin 1 W-bosons Aaµ, with a = 1, 2, 3 labelling the generators of

su(2).

Confining Phase, v2 < 0: When v2 < 0, the scalar has mass m2 > 0 and does not

condense. Now we expect to be in the confining phase, in the sense that only gauge

singlets have finite energy. We can list the simplest such states: we will see that they

are in one-to-one correspondence with the spectrum in the Higgs phase

• A single, real scalar ϕ†ϕ. This is expected to be a massive excitation. If we were to

evaluate this in the Higgs phase then, in unitary gauge, we have ϕ†ϕ = v2+vϕ̃+. . .

and so the quadratic operator corresponds to the single particle excitation ϕ̃, plus

corrections.

There are further scalar operators that we can construct, including trFµνF
µν and

ψ̄ψ. These have the same quantum numbers as ϕ†ϕ and are expected to mix with
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it. In the confining phase, the lightest spin 0 excitation is presumably created by

some combination of these.

• Two Dirac fermions. The first is Ψ1 = ϕ†ψ. The second comes from using the ϵij

invariant tensor of SU(2), which allows us to build Ψ2 = ϵijϕiψj. If we expand

these operators in unitary gauge in the Higgs phase, we have Ψ1 = vψ1 + . . . and

Ψ2 = vψ2 + . . ..

It’s now less obvious that each of these fermions becomes massless for some value

ofm ∈ R, but it remains plausible. Indeed, one can show that this does occur. (A

modern perspective is that the fermionic excitation is in a different topological

phase for m ≫ 0 and m ≪ 0, ensuring a gapless mode as we vary the mass

between the two.)

• Finally, we come to the spectrum of spin 1 excitations. Since we want these to

be associated to gauge fields, we might be tempted to consider gauge invariant

operators such as trF µνFµν , but this corresponds to a scalar glueball. Instead, we

can construct three gauge invariant, spin 1 operators. We have the real operator

iϕ†Dµϕ, and the complex operator ϵijϕi(Dµϕj). In unitary gauge, these become

v2A3
µ and v2(A1

µ + iA2
µ) respectively.

This is a strongly coupled theory, so there may well be a slew of further bound states

and these presumably differ between the Higgs and confining phases. Nonetheless, the

matching of the spectrum suggests that we can smoothy continue from one phase to

the other without any discontinuity. We conclude that, for this example, the Higgs and

confining phases are actually the same phase.

Another Example: SU(2) with an Adjoint Scalar

It’s worth comparing what happened above with a slightly different theory in which we

can distinguish between the two phases. We’ll again take SU(2), but this time with

an adjoint scalar field ϕ. We’ll also throw in a fermion ψ, but we’ll keep this in the

fundamental representation. The action is now

S =

∫
d4x − 1

2g2
tr
(
F µνFµν + (Dµϕ)2

)
− λ

4

(
trϕ2 − v2

2

)2

+ iψ̄ /Dψ + λ′ψ̄ϕψ +mψ̄ψ

where we’ve now also included a Yukawa coupling between the scalar and fermion.

Once again, we can look at whether there is a phase transition as we vary v2. For

v2 < 0, the scalar field is massive and we expect the theory to be gapped and confine.

Importantly, in this phase the spectrum contains only bosonic excitations. There are

no fermions because it’s not possible to construct a gauge invariant fermionic operator.
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In contrast, when v2 > 0 the scalar field will get an expectation value, breaking the

gauge group SU(2) → U(1), resulting in a gapless photon. There are also now two

fermionic excitations which carry charge ±1
2
. The spectrum now looks very different

from the confining phase.

Clearly in this case the Higgs and confining phases are different. Yet, because we

have fermions in the fundamental representation, we will still have dynamical breaking

of the flux tube and so fundamental Wilson loop W [C] does not provide an order

parameter for confinement. Nonetheless, the existence of finite energy states which

transform under the Z2 centre of SU(2) – which here coincides with (−1)F , with F the

fermion number – provides a diagnostic for the phase.

2.8 ’t Hooft-Polyakov Monopoles

Coupling dynamical, electrically charged particles to Yang-Mills theory is straightfor-

ward, although understanding their dynamics may not be. But what about dynamical

magnetically charged particles?

For Abelian gauge theories, this isn’t possible: if you want to include Dirac monopoles

in your theory then you have to put them in by hand. But for non-Abelian gauge

theories, it is a wonderful and remarkable fact that, with the right matter content,

magnetic monopoles come along for free: they are solitons in the theory.

Magnetic monopoles appear whenever we have a non-Abelian gauge theory, broken

to its Cartan subalgebra by an adjoint Higgs field. The simplest example is SU(2)

gauge theory coupled to a single adjoint scalar ϕ. As explained previously, we use

the convention in which ϕ sits in the Lie algebra, so ϕ = ϕaT a. For G = SU(2) the

generators are T a = σa/2, with σa the Pauli matrices. We take the action to be

S =

∫
d4x − 1

2g2
trF µνFµν +

1

g2
tr(Dµϕ)2 −

λ

4

(
trϕ2 − v2

2

)2

(2.86)

Note that we’ve rescaled the scalar ϕ so that it too has a 1/g2 sitting in front of it.

The potential is positive definite. The vacuum of the theory has constant expectation

value ⟨ϕ⟩. Up to a gauge transformation, we can take

⟨ϕ⟩ = 1

2

(
v 0

0 −v

)
(2.87)

This breaks the gauge group SU(2) → U(1). The spectrum consists of a massless

photon – which, in this gauge, sits in the T 3 part of the gauge group — together with

massive W-bosons and a massive scalar.
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There are, however, more interesting possibilities for the expectation value. Any finite

energy excitation must approach a configuration with vanishing potential at spatial

infinity. Such configurations obey trϕ2 → v2 as |x| → ∞. Decomposing the Higgs field

into the generators of the Lie algebra, ϕ = ϕaT a, a = 1, 2, 3, the requirement that the

potential vanishes defines a sphere in field space,

S2 :=
{
ϕ : ϕaϕa = v2

}
(2.88)

We see that for any finite energy configuration, we must specify a map which tells us

the behaviour of the Higgs field asymptotically,

ϕ : S2
∞ 7→ S2

The fact that these maps fall into disjoint classes should no longer be a surprise: it’s

the same idea that we met in Sections 2.2 and 2.3 when discussing theta vacua and

instantons, and again in Section 2.5.2 when discussing vortices. This time the relevant

homotopy group is

Π2(S
2) = Z

Given a configuration ϕ, the winding number is computed by

ν =
1

8πv3

∫
S2
∞

d2Si ϵ
ijkϵabcϕ

a∂jϕ
b∂kϕ

c ∈ Z (2.89)

In a sector with ν ̸= 0, the gauge symmetry breaking remains SU(2) → U(1). The

difference is that now the unbroken U(1) ⊂ SU(2) changes as we move around the

asymptotic S2
∞.

The next step is to notice that if the Higgs field has winding ν ̸= 0, then we must also

turn on a compensating gauge field. The argument is the same as the one we saw for

vortex strings. Suppose that we try to set Ai = 0. Then, the covariant derivatives are

simply ordinary derivatives and, asymptotically, we have (Diϕ)2 = (∂iϕ)
2 ∼ (∂θϕ)

2/r2,

with ∂θ denoting the (necessarily non-vanishing) variation as we move around the angu-

lar directions of the asymptotic S2
∞. The energy of the configuration will then include

the term

E =
1

g2

∫
d3x tr (∂iϕ)

2 ∼ 1

g2

∫
S2
∞

d2Ω

∫
dr r2 tr

(∂θϕ)
2

r2

This integral diverges linearly. We learn that if we genuinely want a finite energy

excitation in which the Higgs field winds asymptotically then we must also turn on the
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gauge fields Ai to cancel the 1/r asymptotic fall-off of the angular gradient terms, and

ensure that Dθϕ→ 0 as r →∞. We want to solve

Diϕ = ∂iϕ− i[Ai, ϕ]→ 0 ⇒ Ai →
i

v2
[ϕ, ∂iϕ] +

ai
v
ϕ

Here the first term works to cancel the fall-off from ∂iϕ. To see this, you will need to

use the fact that trϕ2 → v2, and so tr(ϕ∂iϕ) → 0, as well as the su(2) commutation

relations. The second term in Ai does not contribute to the covariant derivative Diϕ.
The function ai is the surviving, massless U(1) photon which can be written in a gauge

invariant way as

aµ =
1

v
tr(ϕAµ) (2.90)

We can also compute the asymptotic form of the field strength. The same kinds of

manipulations above show that this lies in the same direction in the Lie algebra as ϕ,

Fij =
1

v
Fij ϕ

with

Fij = fij +
i

v3
tr (ϕ [∂iϕ, ∂jϕ])

Here fij = ∂iaj − ∂jai is the Abelian field strength that we may have naively expected.

But we see that there is an extra term, and this brings a happy surprise, since it

contributes to the magnetic charge m of the U(1) field strength. This is given by

m = −
∫
d2Si

1

2
ϵijkFjk =

1

2v3

∫
d2Si ϵ

ijkϵabcϕa∂jϕ
b∂kϕ

c = 4πν (2.91)

with ν the winding number defined in (2.89). We learn that any finite energy config-

uration in which the Higgs field winds asymptotically necessarily carries a magnetic

charge under the unbroken U(1) ⊂ SU(2). This object is a soliton and goes by the

name of the ’t Hooft-Polyakov monopole.

The topological considerations above have led us to a quantised magnetic charge.

However, at first glance, the single ’t Hooft-Polyakov monopole with ν = 1 seems

to have twice the charge required by Dirac quantisation (1.3), since the W-bosons

have electric charge q = 1. But there is nothing to stop us including matter in the

fundamental representation of SU(2) with q = ±1
2
, with respect to which the ’t Hooft-

Polyakov monopole has the minimum allowed charge.
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2.8.1 Monopole Solutions

We have not yet solved the Yang-Mills-Higgs equations of motion with a given magnetic

charge. In general, no static solutions are expected to exist with winding ν > 1, because

magnetically charged objects typically repel each other. For this reason, we restrict

attention to the configurations with winding ν = ±1.

We can write an ansatz for a scalar field with winding n = 1,

ϕa =
xa

r2
h(r) with h(r)→

{
0 r → 0

vr r →∞

This is the so-called “hedgehog” ansatz, since the direction of the scalar field ϕ = ϕaT a

is correlated with the direction xa in space. Just like a hedgehog. In particular, this

means that the SU(2) gauge action on ϕa and the SO(3) rotational symmetry on xa are

locked, so that only the diagonal combination are preserved by such configurations. We

can make a corresponding ansatz for the gauge field which preserves the same diagonal

SO(3),

Aai = −ϵaij
xj

r2
[1− k(r)] with k(r)→

{
1 r → 0

0 r →∞

We can now insert this ansatz into the equations of motion

DµFµν − i[ϕ,Dνϕ] = 0 and D2ϕ = 2g2λ(trϕ2 − v2)ϕ (2.92)

This results in coupled, ordinary differential equations for h(r) and k(r). In general,

they cannot be solved analytically, but it is not difficult to find numerical solutions for

the minimal ’t Hooft-Polyakov monopole.

BPS Monopoles

Something special happens when we set λ = 0 in (2.86). Here the scalar potential

vanishes which means that, at least classically, we can pick any expectation value v

for the scalar. The choice of v should be thought of as extra information needed to

define the vacuum of the theory. (In the quantum theory, one typically expects to

generate a potential for ϕ. The exception to this is in supersymmetric theories, where

cancellations ensure that the quantum potential also vanishes. Indeed, the monopole

that we describe below have a nice interplay with supersymmetry, although this is

beyond the scope of these lectures.)
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When the potential vanishes, it is possible to use the Bogomolnyi trick to rewrite

the energy functional. In terms of the non-Abelian magnetic field Bi = −1
2
ϵijkFjk, the

energy of a static configuration with vanishing electric field is

E =
1

g2

∫
d3x tr

(
B2
i + (Diϕ)2

)
=

1

g2

∫
d3x tr (Bi ∓Diϕ)2 ± 2 trBiDiϕ

≥ ± 2

g2

∫
d3x ∂i trBiϕ

where, to get to the last line, we have discarded the positive definite term and integrated

by parts, invoking the Bianchi identity DiBi = 0. We recognise the final expression

as the magnetic charge. We find that the energy of a configuration is bounded by the

magnetic charge

E ≥ 2v|m|
g2

(2.93)

A configuration which saturates this bound is guaranteed to solve the full equations of

motion. This is achieved if we solve the first order Bogomolnyi equations

Bi = ±Diϕ (2.94)

with the ± sign corresponding to monopoles (with m > 0) and anti-monopoles (with

m < 0) respectively. It can be checked that solutions to (2.94) do indeed solve the full

equations of motion (2.92) when λ = 0.

Solutions to (2.94) have a number of interesting properties. First, it turns out that

the equations of motion for a single monopole have a simple analytic solution,

h(r) = vr coth(vr)− 1 and k(r) =
vr

sinh vr

This was first discovered by Prasad and Sommerfield. In general, solutions to (2.94)

are referred to as BPS monopoles, with Bogomolnyi’s name added as well.

A warning on terminology: these BPS monopoles have rather special properties

in the context of supersymmetric theories where they live in short multiplets of the

supersymmetry algebra. The term “BPS” has since been co-opted and these days is

much more likely to refer to some kind of protected object in supersymmetry, often one

that has nothing to do with the monopole.

– 113 –



The Bogomolnyi equations (2.94) also have solutions corresponding to monopoles

with higher magnetic charges. These solutions include configurations that look like far

separated single charge monopoles. This is mildly surprising. Our earlier intuition told

us that such solutions should not exist because the repulsive force between magnetically

charged particles would ensure that the energy could be lowered by moving them further

apart. That intuition breaks down in the Bogomolnyi limit because we have a new

massless particle – the scalar ϕ – and this gives rise to a compensating attractive

force between monopoles, one which precisely cancels the magnetic repulsion. You can

learn much more about the properties of these solutions, and the role they play in

supersymmetric theories, in the lectures on Solitons.

Monopoles in Other Gauge Groups

It is fairly straightforward to extend the discussion above the other gauge groups G.

We again couple a scalar field ϕ in the adjoint representation and give it an expectation

value that breaks G→ H where H = U(1)r, with r is the rank of the gauge group.

Given an expectation value for ϕ, we can always rotate it by acting with G. However,

by definition, H leaves the scalar untouched which means that in configurations are

now classified by maps from S2
∞ into the space G/H. (In our previous discussion we

had G/H = SU(2)/U(1) = S2 which coincides with what we found in (2.88).) A result

in homotopy theory tells us that, for simply connected G,

Π2(G/H) = Π1(H) = Zr

We learn that the ’t Hooft-Polyakov monopoles are labelled by an r-dimensional mag-

netic charge vector m. This agrees with our analysis of ’t Hooft lines in Section

2.6. A closer look reveals that the ’t Hooft-Polyakov monopoles have magnetic charge

m ∈ 2πΛco−root(g), as required by the Goddard-Nuyts-Olive quantisation (2.80).

2.8.2 The Witten Effect Again

We saw in Section 1.2.3 that, in the presence of a θ term, a Dirac monopole picks up

an electric charge. As we now show this phenomenon, known as the Witten effect, also

occurs for the ’t Hooft-Polyakov monopole.

To see this, we simply need to be careful in identifying the electric charge operator

in the presence of a monopole. We saw in (2.90) that the unbroken U(1) ⊂ SU(2) is

determined by the ϕ. The corresponding global gauge transformation is

δAµ =
1

v
Dµϕ
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But we already did the hard work and computed the Noether charge Q associated to

such a gauge transformation in (2.30), where we saw that it picks up a contribution

from the θ term (2.22); we have

Q =
1

g2

∫
d3x tr

(
Ei +

θg2

8π2
Bi

)
1

v
Diϕ

In our earlier discussion, around equation (2.30), we were working inthe vacuum and

could discard the contribution from θ. However, in the presence of a monopole both

terms contribute. The total electric charge Q is now

Q = q +
θg2m

8π2
(2.95)

with the naive electric charge q defined as

q =
1

v

∫
d3x trDiϕEi

and the magnetic charge m defined, as in (2.91), by

m =
1

v

∫
d3x trDiϕBi

We see that the theta term does indeed turn the monopole into a dyon. This agrees

with our previous discussion of the Witten effect (1.19), with the seemingly different

factor of 2 arising because, as explained above, q is quantised in units of 1/2 in the

non-Abelian gauge theory.

2.9 Further Reading

Trinity College, Cambridge boasts many great scientific achievements. The discovery

of Yang-Mills theory is not among the most celebrated. Nonetheless, in January 1954

a graduate student at Trinity named Ronald Shaw wrote down what we now refer to

as the Yang-Mills equations. Aware that the theory describes massless particles, which

appear to have no place in Nature, Shaw was convinced by his supervisor, Abdus Salam,

that the result was not worth publishing. It appears only as a chapter of his thesis

[181].

Across the Atlantic, in Brookhaven national laboratory, two office mates did not

make the same mistake. C. N. Yang and Robert Mills constructed the equations which

now bear their name [232]. It seems likely that that they got the result slightly before

Shaw, although the paper only appeared afterwards. Their original motivation now

seems somewhat misguided: their paper suggests that global symmetries of quantum

field theory – specifically SU(2) isospin – are not consistent with locality. They write
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“It seems that this [global symmetry] is not consistent with the localized

field concept that underlies the usual physical theories”

From this slightly shaky start, one of the great discoveries of 20th century physics

emerged,

In those early days, the role played by Yang-Mills theory was, to say the least,

confusing. Yang gave a famous seminar in Princeton in which Pauli complained so

vociferously about the existence of massless particles that Yang refused to go on with

the talk and had to be coaxed back to the blackboard by Oppenheimer. (Pauli had

a headstart here: in 1953 he did a Kaluza-Klein reduction on S2, realising an SU(2)

gauge theory but discarding it because of the massless particle [151]. A similar result

had been obtained earlier by Klein [122].)

It took a decade to realise that the gauge bosons could get a mass from the Higgs

mechanism, and a further decade to realise that the massless particles were never really

there anyway: they are an artefact of the classical theory and gain a mass automatically

when ℏ ̸= 0. Below is a broad brush description of this history. A collection of

reminiscences, “50 Years of Yang-Mills” [108], contains articles by a number of the

major characters in this story.

Asymptotic Freedom

As the 1970s began, quantum field theory was not in fashion. Fundamental laws of

physics, written in the language of field theory, languished in the literature, unloved

and uncited [77, 205]. The cool kids were playing with bootstraps.

The discovery of asymptotic freedom was one of the first results that brought field

theory firmly into the mainstream. The discovery has its origins in the deep inelastic

scattering experiments performed in SLAC in the late 1960s. Bjorken [19] and subse-

quently Feynman [56] realised that the experiments could be interpreted in terms of

the momentum distribution of constituents of the proton. But this interpretation held

only if the interactions between these constituents became increasingly weak at high

energies. Feynman referred to the constituents as “partons” rather than “quarks” [57].

It is unclear whether this was because he wanted to allow for the possibility of other

constituents, say gluons, or simply because he wanted to antagonise Gell-Mann.

In Princeton, David Gross set out to show that no field theory could exhibit asymp-

totic freedom [86]. Having ruled out field theories based on scalars and fermions, all

that was left was Yang-Mills. He attacked this problem with his new graduate student
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Frank Wilczek. The minus signs took some getting right, but by April 1973 they re-

alised that they had an asymptotically free theory on their hands [83] and were keenly

aware of its importance.

Meanwhile, in Harvard, Sidney Coleman was interested in the same problem. He

asked his graduate student Erick Weinberg to do the calculation but, content that

he had enough for his thesis, Erick passed it on to another graduate student, David

Politzer. Politzer finished his calculation at the same time as the Princeton team [156].

In 2004, Gross, Politzer and Wilczek were awarded the Nobel prize. Politzer’s Nobel

lecture contains an interesting, and very human, account of the discovery [157].

In fact, both American teams had been scooped. In June 1972, at a conference in

Marseilles, a Dutch graduate student named Gerard ’t Hooft sat in a talk by Symanzik

on the SLAC experiments and their relation to asymptotic freedom. After the talk, ’t

Hooft announced that Yang-Mills theory is asymptotically free. Symanzik encouraged

him to publish this immediately but, like Shaw 20 years earlier, ’t Hooft decided against

it. His concern was that Yang-Mills theory could not be relevant for the strong force

because it had no mechanism for the confinement of quarks [107].

The failure to publish did not hurt ’t Hooft’s career. By that stage he had already

shown that Yang-Mills was renormalisable, a fact which played a large role in bringing

the theory out of obscurity [93, 94, 95]. This was enough for him to be awarded his

PhD [96]. It was also enough for him to be awarded the 1999 Nobel prize, together

with his advisor Veltman. We will be seeing much more of the work of ’t Hooft later

in these lectures.

The analogy between asymptotic freedom and paramagnetism was made by N. K.

Nielsen [148], although the author gives private credit to ’t Hooft. In these lectures, we

computed the one-loop beta function using the background field method. This method

was apparently introduced by (of course) ’t Hooft in lectures which I haven’t managed

to get hold of. It first appears in published form in a paper by Larry Abbott [1] (now

a prominent theoretical neuroscientist) and is covered in the textbook by Peskin and

Schroeder [154].

Confinement and the Mass Gap

Asymptotic freedom gave a dynamical reason to believe that Yang-Mills was likely

responsible for the strong force. Earlier arguments that quarks should have three

colour degrees of freedom meant that attention quickly focussed on the gauge group

SU(3) [84, 65]. But the infra-red puzzles still remained. Why are the massless particles

predicted by Yang-Mills not seen? Why are individual quarks not seen?
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Here things were murky. Was the SU(3) gauge group broken by a scalar field? Or

was it broken by some internal dynamics? Or perhaps the gauge group was actually

unbroken but the flow to strong coupling does something strange. This latter possibility

was mooted in a number of papers [84, 207, 208, 65]. This from Gross and Wilczek in

1973,

“Another possibility is that the gauge symmetry is exact. At first sight

this would appear ridiculous since it would imply the existence of massless,

strongly coupled vector mesons. However, in asymptotically free theories

these naive expectations might be wrong. There may be little connection

between the ”free” Lagrangian and the spectrum of states.”

This idea was slowly adopted over the subsequent year. The idea of dimensional

transmutation, in which dimensionless constants combine with the cut-off to give the

a physical scale, was known from the 1973 work of Coleman and E. Weinberg [27].

Although they didn’t work with Yang-Mills, their general mechanism removed the most

obvious hurdle for a scale-invariant theory to develop a gap. A number of dynamical

explanations were mooted for confinement, but the clearest came only in 1974 with

Wilson’s development of lattice gauge theory [214]. This paper also introduced what

we now call the Wilson line. We will discuss the lattice approach to confinement in

some detail in Section 4.

The flurry of excitement surrounding these developments also serves to highlight the

underlying confusion, as some of the great scientists of the 20th century clamoured

to disown their best work. For example, in an immediate response to the discovery

of asymptotic freedom, and six years after his construction of the electroweak theory

[205], Steven Weinberg writes [208]

“Of course, these very general results will become really interesting only

when we have some specific gauge model of the weak and electromagnetic

interactions which can be taken seriously as a possible description of the

real world. This we do not yet have.”

Not to be outdone, in the same year Gell-Mann offers [65]

“We do not accept theories in which quarks are real, observable particles.”

It’s not easy doing physics.
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Semi-Classical Yang-Mills

In these lectures, we first described the classical and semi-classical structure of Yang-

Mills theory, and only then turned to the quantum behaviour. This is the logical way

through the subject. It is not the historical way.

Our understanding of the classical vacuum structure of Yang-Mills theory started

in 1975, when Belavin, Polyakov, Schwartz and Tyupkin discovered the Yang-Mills

instanton [14]. Back then, Physical Review refused to entertain the name “instanton”,

so they were referred to in print as “pseudoparticles”.

’t Hooft was the first to perform detailed instanton calculations [101, 102], including

the measure K(ρ) that we swept under the carpet in Section 2.3.3. Among other

things, his work clearly showed that physical observables depend on the theta angle.

Motivated by this result, Jackiw and Rebbi [113], and independently Callan, Dashen

and Gross [23], understood the semi-classical vacuum structure of Yang-Mills that we

saw in Section 2.2.

Jackiw’s lectures [115] give a very clear discussion of the theta angle and were the

basis for the discussion here. Reviews covering a number of different properties of

instantons can be found in [182, 191, 197].

Magnetic Yang-Mills

The magnetic sector of Yang-Mills theory was part of the story almost from the begin-

ning. Monopoles in SU(2) gauge theories were independently discovered by ’t Hooft

[99] and Polyakov [158] in 1974. The extension to general gauge groups was given in

1977 by Goddard, Nuyts and Olive [80]. This paper includes the GNO quantisation

condition that we met in our discussion of ’t Hooft line, and offers some prescient sug-

gestions on the role of duality in exchanging gauge groups. (These same ideas rear

their heads in mathematics in the Langlands program.)

Bogomolnyi’s Bogomolnyi trick was introduced in [20]. Prasad and Sommerfeld then

solved the resulting equations of motion for the monopole [162], and the initials BPS

are now engraved on all manner of supersymmetric objects which have nothing to do

with monopoles. (A more appropriate name for BPS states would be Witten-Olive

states [217].) Finally, Witten’s Witten effect was introduced in [216]. Excellent reviews

of ’t Hooft-Polyakov monopoles, both with focus on the richer BPS sector, can be found

in Harvey’s lecture notes [89] and in Manton and Sutcliffe’s book [133]. There are also

some TASI lectures [191].

– 119 –



The Nielsen-Olesen vortex was introduced in 1973 [145]. Their motivation came

from string theory, rather than field theory. The fact that such strings would confine

magnetic monopoles was pointed out by Nambu [142] and the idea that this is a useful

analogy for quark confinement, viewed in dual variables, was made some years later by

Mandelstam [130] and ’t Hooft [100].

The ’t Hooft line as a magnetic probe of gauge theories was introduced in [103]. This

paper also emphasises the importance of the global structure of the gauge group. A

more modern perspective on line operators was given by Kapustin [120]. A very clear

discussion of the electric and magnetic line operators allowed in different gauge groups,

and the way this ties in with the theta angle, can be found in [4].

Towards the end of the 1970s, attention began to focus on more general questions of

the phases of non-Abelian gauge theories [103, 104]. The distinction, or lack thereof,

between Higgs and confining phases when matter transforms in the fundamental of the

gauge group was discussed by Fradkin and Shenker [63] and by Banks and Rabinovici

[9]; both rely heavily on the lattice. The Banks-Zaks fixed point, and its implications

for the conformal window, was pointed out somewhat later in 1982 [10].
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3. Anomalies

We learn as undergraduates that particles come in two types: bosons and fermions.

Of these, the bosons are the more straightforward since they come back to themselves

upon a 2π rotation. Fermions, however, return with a minus sign, a fact which has

always endowed them with something of an air of mystery. In this section and the next,

we will begin to learn a little more about the structure of fermions, and we will see the

interesting and subtle phenomena that arise when fermions are coupled to gauge fields.

Our interest in this chapter lies with a phenomenon known as a quantum anomaly.

In fact, there are a number of related phenomena that carry this name. For example,

later, in Section 3.5, we will describe the so-called ’t Hooft anomaly which can be viewed

as an obstruction to gauging a global symmetry and, in many ways, this is the key idea

that underlies this chapter. However, rather than jump straight in with this, we will

instead build up more slowly. In doing so, our first introduction to an anomaly will be

slightly different: we will start by describing an anomaly as a symmetry of the classical

theory which does not survive to the quantum theory.

Stated in this way, we have already seen an example of an anomaly: classical Yang-

Mills theory is scale invariant, but this is ruined in the quantum theory by the running

of the coupling constant and the emergence of the scale ΛQCD. In this section we will

primarily be interested in anomalies associated to fermions. We will learn that these

are intimately connected to various topological aspects of gauge theories and give rise

to some surprising and beautiful phenomena.

3.1 The Chiral Anomaly: Building Some Intuition

Later in this chapter we will describe both the physical intuition and the detailed

technical calculations that underly the anomaly. But we start here by describing,

without proof, the key formula.

A particularly simple example of an anomaly arises when we have a massless Dirac

fermion in d = 3+1 dimensions, coupled to an electromagnetic gauge field. The action

for the fermion is

S =

∫
d4x iψ̄ /Dψ (3.1)

If the gauge field is dynamical, we would add to this the Maxwell action. Alternatively,

we could think of the gauge field as a non-fluctuating background field, something fixed

and under our control.
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As we know from our first course on Quantum Field Theory, the action (3.1) has two

global symmetries, corresponding to vector and axial rotations of the fermion. The first

of these simply rotates the phase of ψ by a constant, ψ → eiαψ, with the corresponding

current

jµ = ψ̄γµψ

The action (3.1) includes the coupling Aµj
µ of this current to the background gauge

field. If we want the action to be invariant under gauge transformations Aµ → Aµ+∂µα

(and we do!) then its imperative that the current is conserved, so ∂µj
µ = 0. We’ll see

more about the interplay between anomalies and gauge symmetries in Section 3.4.

The other symmetry of (3.1) is the axial rotation, ψ → eiαγ
5
ψ, with associated

current

jµA = ψ̄γµγ5ψ

In the classical theory, the standard arguments of Noether tells us that ∂µj
µ
A = 0. While

this is true in the classical theory, it is not true in the quantum theory. Instead, it turns

out that the divergence of the current is given by

∂µj
µ
A =

e2

16π2
ϵµνρσFµνFρσ (3.2)

where Fµν is the electromagnetic field strength. This is known as the chiral anomaly. (It

is sometimes called the ABJ anomaly, after Adler, Bell and Jackiw who first discovered

it.) The anomaly tells us that in the presence of parallel electric and magnetic fields,

the axial charge density can change.

Later in this section, we will derive (3.2). In fact, because it’s important, we will

derive it twice, using different methods. However, it’s easy to get bogged down by

complicated mathematics in this subject, so we will first try to build some intuition for

why axial charge is not conserved.

3.1.1 Massless Fermions in Two Dimensions

Although our ultimate interest lies in four dimensional fermions (3.1), there is a slightly

simpler example of the anomaly that arises for a Dirac fermion in d = 1+1 dimensions.

(We’ll see a lot more about physics in d = 1+1 dimensions in Section 7.) The Clifford

algebra,

{γµ, γν} = ηµν µ, ν = 0, 1
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with ηµν = diag(+, 1,−1) is satisfied by the two-dimensional Pauli matrices

γ0 = σ1 and γ1 = iσ2

The Dirac spinors are then two-component objects, ψ. The action for a massless spinor

is

S =

∫
d2x iψ̄ /∂ψ (3.3)

Quantisation of this action will give rise to a particle and an anti-particle. Note that, in

contrast to fermions in d = 3+1 dimensions, these particles have no internal spin. This

is for the simple reason that there is no spatial rotation group in d = 1+1 dimensions.

We can write the action as

S =

∫
d2x iψ†γ0(γ0∂t + γ1∂x)ψ =

∫
d2x iψ†(∂t − γ5∂x)ψ (3.4)

where

γ5 = −γ0γ1 = −iσ1σ2 = σ3

The name “γ5” is slightly odd in this d = 1 + 1 dimensional context, but it is there

to remind us that this matrix is analogous to the γ5 that arises for four dimensional

fermions. Just like in four-dimensions, we can decompose a massless Dirac fermion into

chiral constituents, determined by its eigenvalue under γ5. We write

ψ± =
1

2

(
1± γ5

)
ψ

With our choice of basis, the components are

ψ+ =

(
χ+

0

)
and ψ− =

(
0

χ−

)

Written in terms of chiral fermions, the action (3.4) then becomes

S =

∫
d2x iχ†

+∂−χ+ + iχ†
−∂+χ− (3.5)

with ∂± = ∂t±∂x. This tells us how to interpret chiral fermions in d = 1+1 dimensions.

The equation of motion for χ+ is ∂−χ+ = 0 which has the solution χ+ = χ+(t + x).

In other words, χ+ is a left-moving fermion. In contrast, χ− obeys ∂+χ− = 0 and is a

right-moving fermion: χ− = χ−(t− x).
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Only massless Dirac fermions can be decomposed into independent chiral constituents.

This is clear in d = 1+1 dimensions since massless particles must travel at the speed of

light, so naturally fall into left-moving and right-moving sectors. If we want to particle

to sit still, we need to add a mass term which couples the left-moving and right-moving

fermions: mψ̄ψ = m(χ†
+χ− + χ†

−χ+)

We won’t run through the full machinery of canonical quan-
E

p

Figure 23:

tisation, but the results are straightforward. One finds that

there are both particles and anti-particles. Right-movers have

momentum p > 0 and left-movers have p < 0. All excitations

have the dispersion relation E = |p|.

For once, it’s useful to think of this in the Dirac sea language.

Here we view the states as having energy E = ±|p|. The vacuum
configuration consists of filling all negative energy states; these

are the red states shown in the figure. Those with E > 0 are

unfilled. In the picture we’ve implicitly put the system on a spatial circle, so that the

momentum states are discrete, but this isn’t necessary for the discussion below.

The action (3.5) has two global symmetries which rotate the individual phases of

χ+ and χ−. Alternatively, in the language of the Dirac fermion these symmetries are

ψ → eiαψ and ψ → eiαγ
5
ψ. This means that the number of n− of left-moving fermions

and the number n+ of right-moving fermions is separately conserved. This is referred

to as a chiral symmetry.

Naively, we would expect that both n+ and n− continue
E

p

Figure 24:

to be conserved if we deform the theory, provided that both

symmetries are preserved. This means that we could perturb

the theory in some way which results in a right-moving particle-

anti-particle pair being excited as in the picture. (Note that in

this picture, the hole left in the Dirac sea has momentum p < 0

which, when viewed as a particle, means that it has momentum

p > 0 as befits a right-moving excitation.) However, as long

as the symmetries remain, we would not expect to be able to

change a left-moving fermion into a right-moving fermion.

We will see that this expectation is wrong. One can deform the theory in such a way

that both symmetries are naively preserved, and yet right-moving fermions can change

into left-moving fermions.
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Turning on a Background Electric Field

To see the anomaly, we need to deform our theory in some way. We do this by turning

on a background electric field. This means that we replace the action (3.3) with

S =

∫
d2x iψ̄ /Dψ (3.6)

where Dµ = ∂µ−ieAµ. Here Aµ is not a fluctuating, dynamical field: instead it is a fixed

background field. Notice that the classical action (3.6) remains invariant under the two

global symmetries and a standard application of Noether’s theorem would suggest that

n+ and n− are separately conserved. This, it turns out, is not correct.

To see the problem, we turn on an electric field E for some time t. We choose E > 0

which means that it points towards the right. Because the particles are charged, the

electric field will increase the momentum p, and hence the energy E, of all the filled

states in the Dirac sea: they all get shifted by

∆p = eEt (3.7)

Both left and right-movers get shifted by the same amount. The
E

p

∆E

Figure 25:

net result is the Fermi surface shown in the figure to the right.

But this is precisely what we thought shouldn’t happen: despite

the presence of the symmetry, we have created left-moving anti-

particles and right-moving particles!

We can be a little more precise about the violation of the

conserved quantity. We denote by ρ+ the density of right-moving

fermions and by ρ− the density of left-moving fermions. The

shift in momentum (3.7) then becomes a shift in charge density,

ρ+ =
eE
2π
t and ρ− = −eE

2π
t

where the extra factor of 1/2π comes from the density of states. The total number of

fermions is conserved (counting, as usual, particles minus anti-particles). This is the

conservation law that comes from the vector symmetry ψ → eiαψ:

ρ̇ = 0 where ρ = ρ+ + ρ−

In contrast, the difference between fermion numbers is not conserved. This is the

quantity that was supposed to be preserved by the axial symmetry ψ → eiαγ
5
ψ,

ρ̇A =
eE
π

where ρA = ρ+ − ρ− (3.8)

This is known as the axial anomaly or the chiral anomaly.
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We seem to have violated Noether’s theorem: the axial symmetry does not give rise

to a conserved quantity. How could this happen? Looking at the picture of the Dirac

sea, it’s clear where these extra fermions came from. They came from infinity! It was

only possible to change left-movers to right-movers because the Dirac sea is infinitely

deep. If we were to truncate the Dirac sea somewhere, then the excess right-movers

would be compensated by a depletion of right-moving states at large, negative energy

and there would be no violation of axial charge. But there is no truncation of the Dirac

sea and, rather rather like Hilbert’s hotel, the whole chain of right-moving states can

be shifted up, leaving no empty spaces at the bottom.

This is interesting! The anomaly arises because of

Figure 26:

the infinite Dirac sea which, in turn, arises because we

are dealing with continuum quantum field theory with

an infinite number of states rather than a finite quan-

tum mechanical system. Ultimately, it is this difference

that allows for anomalies.

As a useless aside, here is a picture of an actual

“Hilbert hotel”, originally in Germany, now sadly closed.

This hotel appears to be best known as a place that Elvis Presley once stayed. To my

knowledge there exists no photograph that shows the full height of this hotel: you

should use your imagination.

3.1.2 Massless Fermions in Four Dimensions

The discussion above seems very specific to d = 1 + 1 dimensions, where massless

fermions split into left-movers and right-movers. However, there is an analogous piece

of physics in d = 3 + 1 dimensions. For this, we must look at massless fermions in

background electric and magnetic fields.

First some notation. We take the representation of gamma matrices to be

γ0 =

(
0 1

1 0

)
, γi =

(
0 σi

−σi 0

)
(3.9)

which obey the Clifford algebra {γµ, γν} = 2ηµν in signature (+ − −−). We also

introduce

γ5 = −iγ0γ1γ2γ3 =

(
1 0

0 −1

)
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The Dirac fermion is a four-component spinor ψ. This can be split into two, two-

component Weyl spinors ψ± which are eigenvectors of γ5. In components we write

ψ =

(
ψ+

ψ−

)

We now couple the spinor to a background electromagnetic field Aµ. The action is

S =

∫
d4x iψ̄ /Dψ =

∫
d4x iψ†

+σ̄
µDµψ+ + iψ†

−σ
µDµψ− (3.10)

where Dµ = ∂µ − ieAµ and σµ = (1, σi) and σ̄µ = (1,−σi). (Note that we’ve resorted

to the convention where the electric charge sits inside the covariant derivative.)

We’ll proceed in steps. We’ll first see how these fermions respond to a background

magnetic field B. Setting A0 = 0, the equation of motion for the chiral spinor ψ†
+ is

i∂tψ+ = iσiDiψ+ (3.11)

Once again, we don’t want to run through the whole process of canonical quantisation.

Instead we’ll cheat and think of this equation in the way that Dirac originally thought

of the Dirac equation: as a one-particle Schrödinger equation for a particle with spin.

In this framework, the Hamiltonian is

H = −iσiDi = (p− eA) · σ

The spin of the particle is determined by the operator S = 1
2
σ. (For massless particles,

it’s better to refer to this as helicity; we’ll see its interpretation below.) Squaring the

Hamiltonian, and using the fact that σiσj = δij + iϵijkσk, we find

H2 = (p− eA)2 − 2eB · S

The first term is the Hamiltonian for non-relativistic particles in a magnetic field. (See,

for example, the lectures on Applications of Quantum Mechanics.) The second term

leads to a Zeeman splitting between spin states. Let’s choose the magnetic field to lie

in the z-direction, B = (0, 0, B), and work in Landau gauge so A = (0, Bx, 0). Then

we have

H2 = p2x + (py − eBx)2 + p2z − 2eBSz
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Quantisation of motion in the (x, y)-plane leads to the familiar
E

2

Zeeman splitting

Figure 27:

Landau levels. Each of these has a large degeneracy: in a region

of area A there are eBA/2π states which, in Landau gauge, are

distinguished by the quantum number py. The resulting energy

spectrum is

E2 = eB(2n+ 1) + p2z − 2eBSz with n = 0, 1, 2, . . .

At this point, there’s a rather nice interplay between the ener-

gies of the Landau levels and the Zeeman splitting. This occurs

because the eigenvalues of the spin operator Sz are ±1
2
. This

means that the states with Sz = +1
2
in the n = 0 Landau level have precisely zero

energy E = 0. Such states are, quite reasonably, referred to as zero modes. Meanwhile,

the n = 0 states with Sz = −1
2
have the same energy as the n = 1 states with Sz = +1

2
,

and so on. Ignoring pz, the resulting energy spectrum is shown in the figure. Note, in

particular, that the n = 0 Landau level has exactly half the states of the other levels.

In very high magnetic fields, it is sensible to restrict to the zero modes in the n = 0

Landau level. As we’ve seen, these have spin +1
2
. This means that they take the form

ψ+(x, y; z, t) =

(
χ+(x, y; z, t)

0

)

where the notation is there to highlight that these states have a very specific dependence

on (x, y) as they are zero-energy solutions of the Weyl equation (3.11). Meanwhile, their

dependence on z and t is not yet fixed. We can determine this by plugging the ansatz

back into the original action (3.10) to find

S = A

∫
dzdt iχ̄+(∂t − ∂z)χ+

We see that the zero modes arising from χ+ are all right-movers in the z-direction.

States in higher Landau levels also have an effective description in terms of two-

dimensional fermions. Because they have particles of both spins, the states include

both left- and right-movers. Moreover, the non-zero energy of the Landau level results

in an effective mass for the 2d fermion, coupling the left-movers to the right-movers.

We can repeat this story for the chiral fermions ψ−. We once again find zero modes,

but the change in minus sign in the kinetic term (3.10) ensures that they are now
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left-movers. Putting both together, the low-energy physics of the lowest Landau level

is governed by the effective action

S = A

∫
dtdz iχ†

+D−χ+ + iχ†
−D+χ−

where we’ve re-introduced background gauge fields A0 and Az which can still couple

to these zero modes. However, we’ve seen this action before: it is the action for a two-

dimensional massless fermion coupled to an electromagnetic field. And, as we’ve seen,

despite appearances it does not have a conservation law associated to chiral symmetry.

We computed the violation of axial charge in two dimensions in (3.8). This imme-

diately translates into the violation of four-dimensional axial charge. We need only

remember that the lowest Landau level has a degeneracy per area of eB/2π, and each

of these states contributes to the anomaly. The upshot is that, in four dimensions, the

axial charge changes if we turn on both a magnetic field B and electric field E lying in

the same direction.

ρ̇A =
eB

2π

eE
π

=
e2

2π2
E ·B (3.12)

This is the chiral anomaly for four-dimensional massless fermions. It is equivalent to

our earlier, advertised result (3.2).

3.2 Deriving the Chiral Anomaly

In the previous section, we’ve seen that the axial charge of a massless fermion is not

conserved in the presence of background electric and magnetic fields. This lack of

conservation seems to be in direct contradiction to Noether’s theorem, which states

that the axial symmetry should result in a conserved charge. What did we miss?

3.2.1 Noether’s Theorem and Ward Identities

Let’s first remind ourselves how we prove Noether’s theorem, and how it manifests

itself in the quantum theory. We start by considering a general theory of a scalar field

ϕ with a symmetry; we will later generalise this to a fermion and the axial symmetry

of interest.

Noether’s Theorem in Classical Field Theory

Consider the transformation of a scalar field ϕ

δϕ = ϵX(ϕ) (3.13)
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Here ϵ is a constant, infinitesimally small parameter. This transformation is a symmetry

if the change in the Lagrangian is

δL = 0

(We can actually be more relaxed than this and allow the Lagrangian to change by a

total derivative; this won’t change our conclusions below).

The quick way to prove Noether’s theorem is to allow the constant ϵ to depend on

spacetime: ϵ = ϵ(x). Now the Lagrangian is no longer invariant, but changes as

δL =
∂L

∂(∂µϕ)
∂µ(ϵX(ϕ)) +

∂L
∂ϕ

ϵX(ϕ)

= (∂µϵ)
∂L

∂(∂µϕ)
X(ϕ) +

[
∂L

∂(∂µϕ)
∂µX(ϕ) +

∂L
∂ϕ

X(ϕ)

]
ϵ

But we know that δL = 0 when ϵ is constant, which means that the term in square

brackets must vanish. We’re left with the expression

δL = (∂µϵ)J
µ with Jµ =

∂L
∂(∂µϕ)

X(ϕ)

The action S =
∫
ddx L then changes as

δS =

∫
ddx δL =

∫
ddx (∂µϵ)J

µ = −
∫
ddx ϵ ∂µJ

µ (3.14)

where we pick ϵ(x) to decay asymptotically so that we can safely discard the surface

term.

The expression (3.14) holds for any field configuration ϕ with the specific change

δϕ. However, when ϕ obeys the classical equations of motion then δS = 0 for any δϕ,

including the symmetry transformation (3.13) with ϵ(x) a function of spacetime. This

means that when the equations of motion are satisfied we have the conservation law

∂µJ
µ = 0

This is Noether’s theorem.

Ward Identities in Quantum Field Theory

Let’s now see how this argument plays out in the framework of quantum field theory.

Our tool of choice is the Euclidean path integral,

Z[K] =

∫
Dϕ exp

(
−S[ϕ] +

∫
ddx Kϕ

)
(3.15)
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where K(x) is a background source for ϕ. (This is usually called J(x) but I didn’t

want to confuse it with the current.) We again consider the symmetry (3.13), this time

writing it as the transformation

ϕ −→ ϕ′ = ϕ+ ϵ(x)X(ϕ) (3.16)

We view this as a change of variables in the partition function, which now reads

Z[K] −→
∫
Dϕ′ exp

(
−S[ϕ′] +

∫
ddx Kϕ′

)
The field in the partition function is nothing more than a dummy variable. This

means that the new partition function is exactly the same as the original partition

function (3.15). Nonetheless, we can manipulate this into a useful form. Using the

transformation (3.16), together with (3.14), and expanding to leading order in ϵ, we

have

Z[K] =

∫
Dϕ′ exp

(
−S[ϕ] +

∫
ddx Kϕ

)
exp

(
−
∫
ddx ϵ (∂µJ

µ −KX)

)
≈
∫
Dϕ′ exp

(
−S[ϕ] +

∫
ddx Kϕ

) [
1−

∫
ddx ϵ (∂µJ

µ −KX)

]
(3.17)

At this point we need to make a further assumption about the transformation that was

not needed to derive Noether’s theorem in the classical theory: not only should (3.16)

be a symmetry of the action, but also a symmetry of the measure. This means that we

require

Dϕ = Dϕ′ (3.18)

Ultimately, this will be the assumption that breaks down for axial transformations.

But, for now, let’s assume that (3.18) holds and derive the consequences. The first

term in (3.17) (meaning the “1” in the square brackets) is simply our original partition

function (3.15). This means that we have∫
Dϕ exp

(
−S[ϕ] +

∫
ddx Kϕ

) [∫
ddx ϵ(x) (∂µJ

µ −KX)

]
= 0

But this is true for all ϵ(x). This means that we can lose the integral to leave ourselves

an expression for each spacetime point,∫
Dϕ exp

(
−S[ϕ] +

∫
ddx Kϕ

)
(∂µJ

µ −K(x)X(ϕ)) = 0
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We can now play with the sourceK to derive various expressions that involve correlation

functions of ∂µJ
µ and ϕ. For example, setting K = 0 gives us

⟨∂µJµ⟩ = 0

Alternatively, we can differentiate with respect to K(x′) before setting K = 0 to find

∂µ⟨Jµ(x)ϕ(x′)⟩ = δ(x− x′)⟨X(ϕ)⟩ (3.19)

Differentiating more times gives us the expression

∂µ⟨Jµ(x)ϕ(x1) . . . ϕ(xn)⟩ = 0 for x ̸= xi

while, if x does coincide with one of the insertion points xi we pick up a term propor-

tional to δϕ on the right-hand side as in (3.19). These expressions are collectively known

as Ward identities. They are sometimes expressed as the operator-valued continuity

equation

∂µJ
µ = 0

which is to be viewed as saying that ∂µJ
µ vanishes inside any correlation function, as

long as its position does not coincide with the insertion point of other fields.

The Axial Symmetry

We can apply all of the above ideas to the theory that we’re really interested in – a

massless Dirac fermion in d = 3 + 1 dimensions with action (3.1). For now, we will

take Aµ to be a background gauge field, without its own dynamics. As we reviewed

in the beginning of this section, this theory has both vector and axial symmetry. The

infinitesimal action of the vector rotation ψ → eiαψ is

δψ = iϵψ , δψ̄ = −iϵψ (3.20)

with the corresponding current

jµ = ψ̄γµψ

The infinitesimal version of the axial rotation ψ → eiαγ
5
ψ is

δψ = iϵγ5ψ , δψ̄ = iϵψ̄γ5 (3.21)

Note that now both ψ and ψ̄ transform in the same way. In Minkowski space, this

follows from the definition ψ̄ = ψ†γ0; in Euclidean space ψ and ψ̄ are viewed as inde-

pendent variables and this is simply the transformation necessary to be a symmetry
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of the action (3.1). An application of Noether’s theorem as described above gives the

current

jµA = iψ̄γµγ5ψ

Repeating the rest of the path integral manipulations seems to tell us that the Ward

identities hold with ∂µj
µ
A = 0. But, as we’ve seen in the previous section, this can’t be

the case: despite the presence of the axial symmetry (3.21), there are situations where

the axial charge is not conserved.

3.2.2 The Anomaly lies in the Measure

As we mentioned above, in deriving the Ward identities it’s not enough for the action

to be invariant under a symmetry; the path integral measure must also be invariant.

This approach to the anomaly is usually called the Fujikawa method.

For fermions this measure is schematically∫
DψDψ̄ (3.22)

When we change to new variables

ψ′ = ψ + iϵγ5ψ , ψ̄′ = ψ̄ + iϵψ̄γ5 (3.23)

this measure will pick up a Jacobian factor. As we now show, it is this Jacobian that

gives rise to the anomaly.

Our first task is to explain what we mean by the field theoretic measure (3.22). To

do this, let’s consider the Dirac operator /D for a spinor in the background of a fixed

electromagnetic field Aµ. This operator will have eigenspinors; these are c-number (i.e.

not Grassmann-valued) four-component spinors ϕn satisfying

i /Dϕn = λnϕn (3.24)

We expand a general spinor ψ in terms of these eigenspinors,

ψ(x) =
∑
n

anϕn(x) (3.25)

where an are Grassmann-valued numbers. Similarly, we can expand the ψ̄ in terms of

eigenspinors

ψ̄(x) =
∑
n

b̄nϕ̄n(x)
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As usual, eigenspinors with distinct eigenvalues are orthogonal, and those with the

same eigenvalues can be chosen to be orthogonal. In the present context, this means∫
d4x ϕ̄nϕm = δnm (3.26)

In terms of the eigenspinor expansion, the action reads

S =

∫
d4x iψ̄ /Dψ =

∑
n

λnb̄nan

In this language, the fermion measure (3.22) is defined to be∏
n

∫
db̄ndan

Of course, Grassmann integrations are easy. We have
∫
da = 0 and

∫
da a = 1, with

similar expressions for b. If we wished to evaluate the Euclidean partition function in

this language, we would have∫
Dψ̄Dψ e−S =

∏
n

∫
db̄ndane

−
∑

m λmb̄mam =
∏
n

λn ≡ det i /D

This approach hasn’t rescued us from the usual infinities that arise in continuum quan-

tum field theory: we’re left with an infinite product which will, in general, diverge. To

make sense of this expression we will have to play the usual regularisation games. We’ll

see a particular example of this below.

The Jacobian

Now that we’ve got a slightly better definition of the fermion measure, we can see how

it fares under the position-dependent chiral rotation

δψ = iϵ(x)γ5ψ

Such a transformation changes the Grassmann parameters an in our expansion (3.25),∑
n

δan ϕn = iϵ(x)
∑
m

amγ
5ϕn

Using the orthogonality relation (3.26), we have

δan = Xnmam with Xnm = i

∫
d4x ϵ(x)ϕ̄nγ

5ϕm
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We want to compute the Jacobian for the transformation from an to a′n = an+Xnmam.

Fortunately, the transformation is linear in an which means that the Jacobian will not

depend on the value of an. If we were dealing with commuting, c-number objects this

would be det(1+X). But integration for Grassmann variables is closer to differentiation

and, for this reason, the Jacobian is actually the inverse determinant. We therefore

have

J = det −1(δnm +Xnm)

Because the axial symmetry (3.21) acts on both ψ and ψ̄ in the same way, we get the

same Jacobian for the transformation of bn. This means that we have∏
n

∫
db̄ndan =

∏
n

∫
db̄′nda

′
n J

2

Before we proceed, it’s worth pausing to point out why the vector and axial transforma-

tions differ. For the vector transformation (3.20), we have δψ = iϵψ and δψ̄ = −iϵψ̄.
This extra minus sign means that the Jacobian factors for ψ and ψ̄ have the form

det −1(1 + Y ) and det −1(1 − Y ) respectively, with Y similar to X but without the γ5

matrix. This extra minus sign means that the Jacobian vanishes to leading order in ϵ;

as we will see below, this is sufficient to ensure that it does not contribute to the Ward

identities.

Returning to the axial symmetry, we need only evaluate the Jacobian to leading

order in ϵ; the group structure of the symmetry will do the rest of the work for us. At

this level, we can write

J = det −1(1 +X) ≈ det(1−X) ≈ det e−X = e−TrX

where Tr here means the trace over spinor indices, as well as integration over space.

Written in full, we have

J = exp

(
−i
∫
d4x ϵ(x)

∑
n

ϕ̄n(x)γ
5ϕn(x)

)
(3.27)

Our task is to calculate this.

Calculating the Jacobian

We have to be a little careful in evaluating J . To illustrate this, here are two naive,

non-careful arguments for the value of J :
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• The first argument says that J = 0. This is because it involves a trace over spinor

indices and tr γ5 = 0.

• The second argument says that J = ∞. This is because, at each point x, we’re

summing over an infinite number of modes ϕn and there is no reason to think

that this sum converges.

The truth, of course, is that neither of these arguments is quite right. Instead, they

play off against each other: when we understand how to regulate the sum, we will see

why we’re not left with tr γ5. And when we take the resulting trace, we’ll see why the

sum is not infinite.

Let’s first worry about the divergence. We want to regulate the sum over modes in

a manner consistent with gauge invariance. The one useful, gauge invariant, piece of

information that we have about each mode is its eigenvalue λn. This motivates us to

write ∫
d4x ϵ(x)

∑
n

ϕ̄nγ
5ϕn = lim

Λ→∞

∫
d4x ϵ(x)

∑
n

ϕ̄nγ
5ϕn e

−λ2n/Λ2

= lim
Λ→∞

∫
d4x ϵ(x)

∑
n

ϕ̄nγ
5 e−(i/D)2/Λ2

ϕn (3.28)

where Λ is a regularisation scale. It has dimension of energy and, as shown above, we

will ultimately send Λ→∞.

Notice that, already, we can see how we evade our first naive argument. The regulator

has introduced extra gamma matrix structure into our expression, which means that

we no longer get to argue that J is proportional to tr γ5 and so necessarily vanishes.

Instead, the trace over gamma matrices will greatly restrict the form of J .

In the expression above, we’re taking a sum over states ϕn(x). Such a sum can be

viewed as a trace of whatever operator O is inserted between these states. But we

equally well write the trace in any basis. The most familiar is the basis of plane waves

eik·x, together with a trace over spinor indices. Implementing this change of basis means

that we can write∑
n

ϕ̄n(x) γ
5e+/D

2
/Λ2

ϕn(x) =

∫
d4k

(2π)4
tr

(
γ5e−ik·xe+/D

2
/Λ2

eik·x
)

(3.29)

where now tr denotes only the trace over spinor indices.
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(If the step (3.29) seems confusing, it might make you more comfortable to men-

tion that it’s the kind of manipulation that we do all the time in quantum mechan-

ics. In that context, we have a basis of states |ϕn⟩ with wavefunction ϕn(x). We

would write
∑

n ϕ
†
n(x)Oϕn(x) =

∑
n⟨ϕn|x⟩⟨x|O|ϕn⟩ = ⟨x|O|x⟩ =

∫
dk
2π
⟨k|x⟩⟨x|O|k⟩ =∫

dk
2π
e−ikxOeikx. Note, however, that in the present context, the eigenspinors ϕn(x) are

a basis of fields rather than states in a Hilbert space.)

The expression (3.29) still looks like it’s difficult to evaluate. But we’ve got two things

going for us, both descendants of the naive arguments we tried to use previously:

• The trace tr over spinor indices vanishes when taken over most products of gamma

matrices. In particular, we have

tr γ5 = tr γ5γµγν = 0

However, if we multiply all five (Euclidean) gamma matrices together we get the

identity matrix. This is captured by the expression

tr γ5γµγνγργσ = 4ϵµνρσ

We’ll need this expression shortly.

• We still want to send Λ→∞ to compute the Jacobian (3.27). Our strategy will

be to Taylor expand the exponential e /D
2
/Λ2

. But higher powers come with higher

powers of Λ in the denominator which, as we will see, will eventually ensure that

they vanish.

Let’s now see how this works. First, we need a couple of identities involving the

covariant derivative. The first is

/D
2
= γµγνDµDν =

1

2
{γµ, γν}DµDν +

1

2
[γµ, γν ]DµDν

= D2 +
1

4
[γµ, γν ][Dµ,Dν ]

= D2 − ie

2
γµγνFµν

The second is

e−ik·xDµe+ik·x = Dµ + ikµ

Combining these, we have

e−ik·xe /D
2
/Λ2

eik·x = e−ik·xeD
2/Λ2− ie

2
γµγνFµν/Λ2

eik·x

= e(Dµ+ikµ)2/Λ2− ie
2
γµγνFµν/Λ2

= e(Dµ+ikµ)2/Λ2

e−
ie
2
γµγνFµν/Λ2

e... . . . (3.30)
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Here the extra terms in the . . . follow from the BCH formula. They do not vanish but,

as we will see, we will not need them.

We want to Taylor expand this exponents. In particular, we have

γ5 e−
ie
2
γµγνFµν/Λ2

= γ5
(
1− ie

2
γµγνFµν

1

Λ2
− e2

8
γµγνγργσFµνFρσ

1

Λ4
+ . . .

)
(3.31)

From our arguments above about the spinor traces, we see that only the last of these

terms contributes. This term scales as 1/Λ4 and we clearly need to compensate for this

before we take the Λ → ∞ in (3.28). Fortunately, this compensation comes courtesy

of the
∫
d4k which will give the Λ4 term that we need. (You may want to first shift

kµ → kµ + Aµ(x) to absorb the potential in the covariant derivative.)

There will also be other terms in the expansion (3.31) which are non-zero after the

trace. There will also be further terms from the BCH contributions in (3.30). However,

all of these will scale with some power 1/Λn with n > 4 and so will vanish when we take

the Λ →∞ limit. A similar argument holds for the e∂
2/Λ2

terms in the first exponent

in (3.30). We end up with∑
n

ϕ̄nγ
5ϕn = lim

Λ→∞

∫
d4k

(2π)4
tr

(
γ5e−ik·xe+ /D

2
/Λ2

eik·x
)

= lim
Λ→∞

∫
d4k

(2π)4
e−k

2/Λ2

(
e2

2
ϵµνρσFµνFρσ

1

Λ4
+ . . .

)
=

e2

32π2
ϵµνρσFµνFρσ (3.32)

This is what we need.

The Anomalous Ward Identity

Let’s put these pieces together. We’ve learned that under a chiral transformation δψ =

iϵ(x)γ5ψ, the fermion measure picks up a Jacobian factor (3.27) which is calculated in

(3.32). The transformation δψ̄ = iϵ(x)ψ̄γ5 gives us another factor of this Jacobian so,

in total, the measure transforms as∫
DψDψ̄ −→

∫
DψDψ̄ exp

(
− ie2

16π2

∫
d4x ϵ(x)ϵµνρσFµνFρσ

)
(3.33)

It is a simple matter to follow the fate of this term when deriving the Ward identities

described in Section 3.2.1. We find that the current jµA = iψ̄γµγ5ψ associated to axial

transformations is no longer conserved: instead it obeys

∂µj
µ
A =

e2

16π2
ϵµνρσFµνFρσ (3.34)

This is our promised result (3.2) for the chiral anomaly.
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We saw in Section 1.2 that the right-hand side of (3.34) is itself a total derivative,

ϵµνρσFµνFρσ = 4∂µ(ϵ
µνρσAν ∂ρAσ)

It’s tempting to attempt to define a new conserved current that is, roughly, jA− ⋆AdA.

But this is illegal because it’s not gauge invariant. Hopefully our discussion in Sections

3.1.1 and 3.1.2 has already convinced you that there’s no escaping the anomaly: it is

real physical effect.

There are a number of straightforward generalisations of this result. First, if we have

Nf massless Dirac fermions, then the anomaly becomes

∂µj
µ
A =

e2Nf

16π2
ϵµνρσFµνFρσ

Alternatively, we could return to a single Dirac fermion, but give it a mass m. This

explicitly breaks the axial symmetry. Nonetheless, the anomaly remains and the diver-

gence of the axial current is now given by

∂µj
µ
A = −2imψ̄γ5ψ +

e2

16π2
ϵµνρσFµνFρσ

For the purpose of our discussion above, we took the fermions to be dynamical (in

the sense that we integrated over them in the path integral), while the gauge field Aµ
took some fixed, background value. However, nothing stops us promoting the gauge

field to also be dynamical, in which case we are discussing QED. The calculation above

goes through without a hitch, and the result (3.34) still holds.

With dynamical gauge fields, one might wonder if there are extra corrections to the

chiral anomaly. In fact, this is not the case. For deep reasons, the result (3.34) is exact;

it receives neither perturbative nor non-perturbative corrections. We will start to get

a sense of why this is in Section 3.3.1.

The Anomaly in Non-Abelian Gauge Theories

It is a simple matter to adapt the above arguments to non-Abelian gauge theories. For

example, we may have a Dirac fermion transforming in some representation R of a

non-Abelian gauge group, with field strength Fµν . The Lagrangian for the fermion is

L = iψ̄γµ(∂µ − iAµ)ψ

The calculation that we did above goes through essentially unchanged; we need only

include a trace over the colour indices. We now have

∂µj
µ
A =

1

16π2
ϵµνρσ trR FµνFρσ (3.35)
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Note that the overall factor of e2 has disappeared because we are here working in the

conventions described in Section 2.1.1 in which the coupling constant sits as an overall

factor in the action.

The Anomaly in Two Dimensions

It is also a simple matter to adapt the above arguments for fermions in d = 1 + 1

dimensions (or, indeed, for fermions in any even number of spacetime dimensions).

Now the gamma matrices are 2× 2 and, in Euclidean space, we have

tr γ5γµγν = 2iϵµν

which means that the term linear in Fµν in (3.31) is now non-vanishing. The factor

1/Λ2 is compensated by the divergent factor coming from the
∫
d2k integral. Repeating

the derivation above, we this time find

∂µj
µ
A =

e

π
F01 (3.36)

This agrees with our earlier, heuristic derivation (3.8). Note that, in d = 1 + 1, one

only gets an anomaly for Abelian gauge groups. Attempting to repeat the calculation

for, say, SU(N) would give trF01 = 0 on the right-hand side.

3.2.3 Triangle Diagrams

There are many different approaches to computing the anomaly. The path integral

approach that we saw above is arguably the most useful for our purposes. But it is

worthwhile to see how the anomaly arises in other contexts. In this section, we see how

the anomaly appears in perturbation theory. Indeed, this is how the anomaly was first

discovered.

We will start by considering a free, massless Dirac fermion,

S =

∫
d4x iψ̄ /∂ψ

The essence of the argument is as follows. We will look at a certain class of one-

loop Feynman diagrams known as “triangle diagrams”. These are special because they

involve both U(1)V current jµ = ψ̄γµψ and the U(1)A current jµA = ψ̄γµγ5ψ. Even in

our free theory, these triangle diagrams are UV divergent and need regulating. The crux

of the argument is that any regulation necessarily violates either the U(1)V symmetry or

the U(1)A symmetry; these is no way to make sense of the triangle diagram preserving

both symmetries. As we remove the regulator, its memory lingers through the loss of

one of these symmetries. This is the anomaly.

– 140 –



Let’s now see this in detail. We focus on the three-point correlator containing two

vector currents and a single axial current:

Γµνρ(x1, x2, x3) = ⟨0|T (jµ(x1) jν(x2) jρA(x3))|0⟩

where, as usual, T denotes time-ordering, for Minkowski space correlators. In Euclidean

space, no such ordering is necessary.

With hindsight, it is possible to see why we should look at this particular correlator

because the anomaly equation (3.34) includes a single axial current jA and two gauge

fields, each of which couples to the vector current j.

It is simplest to work in momentum space. The Fourier transform is∫
d3x1d

3x2d
3x3 Γµνρ(x1, x2, x3)e

ip1·x1+ip2·x2+iq·x3 = Γµνρ(p1, p2, q) δ
3(p1 + p2 + q)

where we’re using the notation that the function and its Fourier transform are dis-

tinguished only by the arguments. The delta-function on the right-hand side arises

because our theory is translational invariant. Tracing their origin, we note that the

momenta p1 and p2 refer to the vector current, while q refers to the axial current.

Before we explore the anomaly, let’s first see what we would naively expect the

conservation of currents to imply for Γµνρ(p1, p2, q). Consider

p1µΓ
µνρ(p1, p2, q) = −i

∫
d3x1d

3x2d
3x3 Γµνρ(x1, x2, x3)

∂

∂xµ1
eip1·x1+ip2·x2+iq·x3

= +i

∫
d3x1d

3x2d
3x3

∂Γµνρ(x1, x2, x3)

∂xµ1
eip1·x1+ip2·x2+iq·x3

But this is the kind of expression that we computed in Section 3.2.1. The Ward identity

tells us that ∂µj
µ = 0 holds as an operator equation. There is a delta-function, contact

term that arises when x1 = x2 or x1 = x3 — this can be seen on the right-hand side of

(3.19) — but it vanishes in this case because neither of the currents jµ nor jµA transforms

under the symmetry. (The fact that jµ does not transform is the statement that the

symmetry is Abelian). The result is that the Ward identity for the conserved vector

current takes a particularly simple form in momentum space,

p1µΓ
µνρ(p1, p2, q) = 0 (3.37)

and, equivalently,

p2νΓ
µνρ(p1, p2, q) = 0
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Meanwhile, we can run exactly the same argument for the conservation of the axial

symmetry to find

qρΓ
µνρ(p1, p2, q) = 0 ⇔ −(p1ρ + p2ρ)Γ

µνρ(p1, p2, q) = 0 (3.38)

where the equivalence of these expressions comes from 4-momentum conservation: p1+

p2 + q = 0. (Note that a different index is contracted so this final expression does not

follow from the previous two.) As we will now see, the anomaly means that things

aren’t quite this simple.

Triangle Diagrams

The leading order contribution to our three-point function comes from one-loop triangle

diagrams,

−iΓµνρ(p1, p2, q) =

p
1

p
2

k+p
1

q

k

k−q

+ k+p
2

p
2

p
1

q

k

k−q

(3.39)

In terms of equations, these diagrams read

−iΓµνρ(p1, p2, q) = −
∫

d4k

(2π)4
tr

[
i

/k
γργ5

i

/k − /q
γν

i

/k + /p1
γµ
]
+

(
p1 ↔ p2

µ↔ ν

)

where the overall minus sign comes from Wick contracting the fermions and the trace

is over the gamma matrix structure.

We will check all three of the Ward identities above. We start with the one we are

most nervous about: (3.38). This now reads

−iqρΓµνρ(p1, p2, q) = i

∫
d4k

(2π)4
tr

[
1

/k
/q γ5

1

/k − /q
γν

1

/k + /p1
γµ
]
+

(
p1 ↔ p2

µ↔ ν

)

To proceed, we use the identity

/qγ5 = −γ5/q = γ5(/k − /q) + /kγ5

to find

−iqρΓµνρ(p1, p2, q) = i

∫
d4k

(2π)4
tr

[
1

/k

(
γ5(/k − /q) + /kγ5

) 1

/k − /q
γν

1

/k + /p1
γµ
]
+

(
p1 ↔ p2

µ↔ ν

)
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= i

∫
d4k

(2π)4
tr

[(
1

/k
γ5 + γ5

1

/k − /q

)
γν

1

/k + /p1
γµ

+

(
1

/k
γ5 + γ5

1

/k − /q

)
γµ

1

/k + /p2
γν
]

We’re left with four terms. We gather them like this:

−iqρΓµνρ(p1, p2, q) = ∆µν
1 +∆µν

2

where

∆µν
1 = i

∫
d4k

(2π)4
tr

[
1

/k
γ5 γν

1

/k + /p1
γµ + γ5

1

/k − /q
γµ

1

/k + /p2
γν
]

= i

∫
d4k

(2π)4
tr

[
1

/k
γ5 γν

1

/k + /p1
γµ − 1

/k + /p2
γ5γν

1

/k − /q
γµ
]

and

∆µν
2 = i

∫
d4k

(2π)4
tr

[
γ5

1

/k − /q
γν

1

/k + /p1
γµ +

1

/k
γ5γµ

1

/k + /p2
γν
]

= i

∫
d4k

(2π)4
tr

[
− 1

/k + /p1
γ5γµ

1

/k − /q
γν +

1

/k
γ5γµ

1

/k + /p2
γν
]

where in each case we go to the second line by using the cyclicity of the trace and the

fact that {γµ, γ5} = 0. The advantage of collecting the terms in this way is that it

naively looks as if both ∆µν
1 and ∆µν

2 cancel. For example, in ∆µν
1 , all we need to do

is shift the integration variable in the first term from k to k + p2. Using momentum

conservation p1 + p2 = −q, we see that the two terms then cancel. Something similar

happens for ∆µν
2 . Taken at face value, it looks like we’ve succeeded in showing the

Ward identity (3.38). Right? Well, no.

The problem with this argument is that all the integrals above are divergent. Indeed,

all the terms in ∆1 and ∆2 have two powers of k in the numerator, yet we integrate

over d4k, suggesting that they diverge quadratically. In fact, as we’ll see below, the

gamma-matrix structure means that the divergence is actually linear. When dealing

with such objects we need to be more careful.

There are a number of ways to deal with these differences of divergent integrals. Here

we’ll pick a particular path. Consider the general integral of the form

∆̃ = i

∫
d4k

(2π)4

[
f(k)− f(k + a)

]
(3.40)
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where f(k) is such that each individual integral
∫
d4k f(k) is linearly divergent. If we

Taylor expand for small a, we have

∆̃ = −i
∫

d4k

(2π)4

[
aµ∂kµf +

1

2
aµaν∂kµ∂kνf + . . .

]
Each term above is a boundary term. Moreover, each term in the expansion is less and

less divergent. If the original integral is only linearly divergent we need keep only the

first of these terms. We have

∆̃ = −i
∫
S3
∞

dk̂µ
(2π)4

aµ |k|3f(k) (3.41)

where the integral is taken over the boundary S3 at |k| → ∞. We’ll now look at what

this surface integral gives us for our triangle diagram.

An Ambiguity in the Integrals

To proceed, let’s first go back to the beginning and allow a general offset, βµ, between

the momenta that run in the two loops. We then replace (3.39) with

−iΓµνρ(p1, p2, q) =

p
1

p
2

k+p
1

q

k

k−q

+ k+p +
2

p
2

p
1

q

k+β

k−q+β

β

We will first find that the final answer is depends on this arbitrary parameter β. We

will then see how to resolve the ambiguity.

Following our manipulations above, we write this as

−iqρΓµνρ(p1, p2, q) = ∆̃µν
1 + ∆̃µν

2 (3.42)

where

∆̃µν
1 = i

∫
d4k

(2π)4
tr

[
1

/k
γ5 γν

1

/k + /p1
γµ − 1

/k + /β + /p2
γ5γν

1

/k + /β − /q
γµ
]

(3.43)

and

∆̃µν
2 = i

∫
d4k

(2π)4
tr

[
− 1

/k + /p1
γ5γµ

1

/k − /q
γν +

1

/k + /β
γ5γµ

1

/k + /β + /p2
γν
]

(3.44)
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Each of these is of the form (3.40). For the ∆̃µν
1 , we have a difference of two divergent

integrals, with integrand

fµν(k) = tr

[
1

/k
γ5 γν

1

/k + /p1
γµ
]
=

1

k2(k + p1)2
tr
[
/kγ5γν(/k + /p1)γ

µ
]

We now use the gamma matrix identity

tr (γνγργµγσγ5) = −4iϵνρµσ

to write

fµν(k) = −4iϵνρµσ (k + p1)
ρkσ

k2(k + p1)2
= −4iϵνρµσ pρ1k

σ

k2(k + p1)2

In the second equality, we’ve used the anti-symmetry of the epsilon tensor to remove

the kρkσ term. This is why – as advertised above – our integrals are actually linearly

divergent rather than quadratically divergent. We can now simply apply the result

(3.41) to the cases of interest. For the integral ∆̃µν
1 , the off-set is given by a = β + p2,

and we have

∆̃µν
1 = −4

∫
S3
∞

dk̂λ

(2π)4
ϵνρµσ(β + p2)λp1ρkσ

|k|3

k2(k + p1)2

To perform the integration over S3, we use∫
S3

dk̂λkσ =
1

4
δλσ Vol(S3)

with Vol(S3) = 2π2. We find

∆̃µν
1 = − 1

8π2
ϵµνρσp1ρ(β + p2)σ

We can go through the same steps to evaluate ∆̃µν
2 in (3.44). This time we have the

off-set a = p1 − β and find

∆̃µν
2 = +

1

8π2
ϵµνρσp2ρ(p1 − β)σ

The Ward identity for the axial symmetry (3.42) then becomes

−iqρΓµνρ = −
1

8π2
ϵµνρσ

[
2p1ρp2σ + (p1 + p2)ρβσ

]
(3.45)

As we suspected, this depends on our arbitrary 4-momentum β. The question is: how

do we fix β?
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Resolving the Ambiguity

The answer comes by looking at the Ward identity (3.37) for the vector symmetry. It

turns out that this too depends on β. Indeed, we have

−ip1µΓµνρ = i

∫
d4k

(2π)4
tr

[
1

/k
γρ γ5

1

/k − /q
γν

1

/k + /p1
/p1 +

1

/k
γρ γ5

1

/k − /q
/p1

1

/k + /p2
γν
]

Playing the same kind of games that we saw above, we have an anomalous Ward identity

for the vector current

−ip1µΓµνρ =
1

8π2
ϵρνµσ p1µ(β − p2)σ

Similarly, the other vector Ward identity reads

−ip2νΓµνρ =
1

8π2
ϵρµνσp2ν(β + p1)σ

We learn that all three Ward identities depend on the arbitrary 4-momentum β. This

provides the clue that we need in order to determine β. Suppose that we wish to insist

that the vector current survives quantisation. Indeed, this must be the case if we wish

to couple this to a background gauge field. In this case, we must choose a β such that

the two vector Ward identities are non-anomalous. For this, we must have

β − p2 ∼ p1 and β + p1 ∼ p2 ⇒ β = p2 − p1

With this choice

−ip1µΓµνρ = −ip2νΓµνρ = 0

while the axial Ward identity (3.45) becomes

−iqρΓµνρ = −
1

2π2
ϵµνρσ p1ρp2σ (3.46)

This is the anomaly for the free fermion.

Our discussion above looks rather different from the path integral approach of Section

3.2.2. We see that we have an arbitrary parameter β which allows us to shift the

anomaly between the axial and vector currents. Why did we miss this before? The

reason is that we chose a specific regulator – first introduced in (3.28) – which was

gauge invariant. By construction, this ensures that the vector symmetry is preserved

at the expense of the axial symmetry.
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More generally, different regulators will violate some linear combination of the sym-

metry. Usually, it is the axial symmetry which suffers. For example, if we use Pauli-

Villars, we should need to introduce a massive fermion and the mass term explicitly

breaks the axial symmetry.

Including Gauge Fields

So far, the anomaly in momentum space (3.46) looks rather different from our original

version (3.34)

∂µj
µ
A =

e2

16π2
ϵµνρσFµνFρσ (3.47)

However, they are actually the same formula in disguise. To see this, we couple the

vector current jµ = ψ̄γµψ to a U(1) gauge field Aµ, so the fermions are now described

by the action

S =

∫
d4x iψ̄γµ(∂µ − ieAµ)ψ (3.48)

For the purposes of our discussion, Aµ could be either a fixed, background field or,

alternatively, a dynamical gauge field. From our previous definitions we have

−iqρΓµνρ =
∫
d3x1d

3x2d
3x3 ⟨0|T (jµ jν ∂ρjρA)|0⟩e

ip1·x1+ip2·x2+iq·x3

where we’ve omitted the delta-function δ3(p1 + p2 + q) from the left-hand-side, as well

as various arguments. Using the chiral anomaly in the form (3.47), we can write

⟨0|T (jµ jν ∂ρjρA)|0⟩ =
e2

4π2
ϵρσλτ ⟨0|T (jµ jν ∂ρAσ ∂λAτ |0⟩

=
e2

4π2
ϵρσλτ ⟨0|jµ ∂ρAσ|0⟩⟨0|jν ∂λAτ |0⟩+ permutation

But the two-point function of the current and gauge field can be read off from the

Feynman rules for the action (3.48)

e⟨0|jµ(x1)Aσ(x3)|0⟩ = −iδµσδ4(x1 − x3)

A little algebra then allows us to reproduce the anomaly in momentum space,

−iqρΓµνρ = −
1

2π2
ϵµνρσ p1ρp2σ

As we mentioned in Section 3.2.2, when the gauge fields are dynamical one might worry

about higher order corrections to the anomaly. It turns out that these don’t arise. This

was first proven by Adler and Bardeen by explicit analysis of the higher-loop Feynman

diagrams. We will give a more modern, topological viewpoint on this in Section 3.3.1.

– 147 –



3.2.4 Chiral Anomalies and Gravity

There is a second, related contribution to the axial anomaly. This doesn’t arise when

the theory is coupled to background electric fields, but instead when the theory is

coupled to curved spacetime. As before, this effect arises either for quantum field

theory in a fixed, background spacetime, or for quantum field theory coupled to gravity

which, of course, means dynamical spacetime.

Let’s first review how to couple spinors to a curved spacetime. The starting point is

to decompose the metric in terms of vierbeins,

gµν(x) = eaµ(x) e
b
ν(x)

There is an arbitrariness in our choice of vierbein, and this arbitrariness introduces an

SO(3, 1) gauge symmetry into the game. The associated gauge field ωabµ is called the

spin connection. It is determined by the requirement that the vierbeins are covariantly

constant

Dµeaν ≡ ∂µe
a
ν − Γρµνe

a
λ + ωaµ be

b
ν = 0

where Γρµν are the usual Christoffel symbols. This language makes general relativity

look very much like any other gauge theory. In particular, the field strength of the spin

connection is

(Rµν)
a
b = ∂µω

a
ν b − ∂νωaµ b + [ωµ, ων ]

a
b

is related to the usual Riemann tensor by (Rµν)
a
b = eaρe

σ
b R

τ
µν σ.

This machinery is just what we need to couple a Dirac spinor to a background curved

spacetime. The appropriate covariant derivative is

Dµψα = ∂µψα +
1

2
ωabµ (Sab)

β
αψβ

where Sab =
1
4
[γa, γb] is the generator of the Lorentz group in the spinor representation.

Written in this way, the coupling spinors to a curved spacetime looks very similar

to the coupling to electromagnetic fields. It is not surprising, therefore, that there is

a gravitational contribution to the anomaly. The kind of manipulations we performed

previously now give

DµjµA = − 1

384π2
ϵµνρσRµνλτRρσ

λτ (3.49)
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3.3 Fermi Zero Modes

The anomaly was first discovered in the early 1970s in an attempt to make sense of the

observed decay rate of the neutral pion to a pair of photons. We will tell this story in

Section 5.4.3 where we describe some aspects of the spectrum of QCD.

Here, instead, we focus on ways in which the anomaly fits into our general under-

standing of fermions coupled to gauge fields.

3.3.1 The Atiyah-Singer Index Theorem

The anomaly has a rather nice mathematical interpretation: it is a manifestation of

the famous Atiyah-Singer index theorem.

Consider again the Dirac operator in Euclidean space in the background of a general

gauge field Aµ. The operator i /D is Hermitian and so has real eigenvalues.

i /Dϕn = λnϕn

with λn ∈ R. Whenever we have an eigenfunction ϕn with λn ̸= 0 then γ5ϕn is also an

eigenfunction. This follows because γµγ5 = −γ5γµ for µ = 1, 2, 3, 4 so

i /D(γ5ϕn) = −iγ5 /Dϕn = −λnγ5ϕn (3.50)

We see that all non-zero eigenvalues come in ±λn pairs. Moreover, ϕn and γ5ϕn must

be orthogonal functions. Evidently, the eigenfunctions with λn ̸= 0 cannot also be

eigenfunctions of γ5.

However, the zero eigenvalues are special because the argument above no longer

works. The corresponding eigenfunctions are called zero modes. Now, it may well be

that ϕn and γ5ϕn are actually the same functions. More generally, for the zero modes

we can simultaneously diagonalise i /D and γ5 (because both ϕn and γ5ϕn have the same

i /D eigenvalue, namely zero). Since (γ5)2 = 1, the possible eigenvalues of γ5 are ±1.
We the define n+ and n− to be the number of zero modes of i /D with γ5 eigenvalue +1

and −1 respectively. The total number of zero modes is obviously n+ + n−. The index

of the Dirac operator is defined to be

Index(i /D) = n+ − n−

But we have actually computed this index as part of our derivation of the anomaly

above! To see this, consider again the result (3.32)∑
n

ϕ̄nγ
5ϕn =

e2

32π2
ϵµνρσFµνFρσ
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This is rather formal since, in R4 there will be a continuum of eigenvalues labelled by

the index n. However, we can always compactify the theory on your favourite four-

manifold and the spectrum will become discrete. If we then integrate this equation∫
d4x

∑
n

ϕ̄nγ
5ϕn =

e2

32π2

∫
d4x ϵµνρσFµνFρσ

Then we note that only the zero modes contribute to the left-hand side. This is because,

as we saw above, whenever λn ̸= 0 then ϕn and γ5ϕn are orthogonal functions. This

means that the left-hand-side is the index that we want to compute∫
d4x

∑
n

ϕ̄nγ
5ϕn =

∫
d4x

∑
zero modes

ϕ̄nγ
5ϕn = n+ − n−

We get our final result

Index(i /D) =
e2

32π2

∫
d4x ϵµνρσFµνFρσ

This is the Atiyah-Singer index theorem. Mathematicians usually state this in units

where e = 1. Note that the right-hand side is exactly the quantity that we showed to

be an integer in Section 1.2.4 when considering the theta angle in Maxwell theory.

The connection to the index theorem is our first hint that there is something deep

about the anomaly. To illustrate this in physical terms, consider our theory on the space

R×X, where X is a closed spatial 3-manifold. We define the axial charge QA =
∫
X
j0A.

We also parameterise R by t (think “time” even though we’re in Euclidean space).

Then the integrated anomaly equation tells us the change in the charge,

∆QA = QA

∣∣∣
t=+∞
− QA

∣∣∣
t=−∞

=

∫
d4x

e2

16π2
ϵµνρσFµνFρσ (3.51)

The left-hand side is an integer because of quantum mechanics. Meanwhile, the right-

hand side is an integer because of topology. The anomaly equation relates these two

ideas.

This connection to topology also explains why the anomaly equation (3.34) (or, for

non-Abelian gauge theories, (3.35)) is exact, and does not get corrected at higher order

in perturbation theory. It is simply because the right-hand side of (3.51) is an integer

and any corrections — say, at order e4 — would change this.
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3.3.2 Instantons Revisited

The anomaly tells us that, in spite of classical appearances, U(1)A is not really a

symmetry of our theory. This, in turn, means that the axial charge is not conserved.

The result (3.51) tells us that we expect to see violation of this charge when
∫
d4x F ⋆F

is non-zero. This tallies with the picture we built up in Section 3.1.2, where we needed

to turn on constant background electric and magnetic fields to see that the axial charge

is not conserved.

At this point, there is an important difference between Abelian and non-Abelian

theories. This arises because non-Abelian theories have finite action configurations with∫
d4x F ⋆F ̸= 0. Among these are the classical instanton solutions that we described

in Section 2.3. This means that the path integral about the vacuum state will include

configurations which give rise to the violation of axial charge.

In contrast, Abelian theories have no finite action configurations which change the

axial charge; such a process will not happen dynamically about the vacuum, but must

be induced by turning on background fields as in Section 3.1.2. (This is true at least

on R4; the situation changes on compact manifolds and the Abelian theories are closer

in spirit to their non-Abelian counterparts.)

It’s worth understanding in more detail how instantons can give rise to violation of

axial charge. Let’s start by revisiting the calculation of Section 2.3, where we showed

that instantons provide a semi-classical mechanism to tunnel between the |n⟩ vacua of

Yang-Mills. The end result of that calculation was that the true physical ground states

of Yang-Mills are given by the theta vacua (2.43)

|θ⟩ =
∑
n

eiθn|n⟩

Now what happens if we have a massless fermion in the game? As we’ve seen above, in

the background of an instanton a massless quark will have a zero mode. Performing the

path integral over the fermion fields then gives the amplitude for tunnelling between

two |n⟩ ground states. Schematically, we have

⟨n|n+ ν⟩ ∼
∫
DADψDψ̄ exp

(
−
∫
d4x

1

2g2
trF µνFµν + iψ̄ /Dψ

)
∼
∫
DA det(i /D) exp

(
−
∫
d4x

1

2g2
trF µνFµν

)
Previously, this amplitude received a non-vanishing contribution from instantons with

winding number ν. Now, however, the fermion has a zero mode in any such configu-
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ration. This means that det(i /D) = 0. We see that the presence of a massless fermion

suppresses the vacuum tunnelling of Section 2.3.

While instantons no longer give rise to vacuum tunnelling, they do still have a role

to play for, as we anticipated above, they now violate axial charge. To see how this

happens, let’s tease apart the calculation above. Following (3.25), we expand our

fermion fields in terms of eigenspinors ϕn and ϕ̄n,

ψ(x) =
∑
n

anϕn(x) and ψ̄(x) =
∑
n

b̄nϕ̄n(x)

where an and bn are Grassmann-valued numbers and the eigenspinors obey

i /Dϕn = λnϕn

The action for the fermions is

S =

∫
d4x iψ̄ /Dψ =

∑
n

λnb̄nan

A fermion zero mode is an eigenspinor – which we will denote as ϕ0 – with λ0 = 0.

This means that the corresponding Grassmann parameters a0 and b0 do not appear in

the action. When we compute the fermionic path integral, we have∫
DψDψ̄ exp

(
−
∫
d4x iψ̄ /Dψ

)
=
∏
n

∫
dandb̄n exp

(∑
m

λmb̄mam

)
=
∏
n

∫
dandb̄n

∏
m

(
1 + λmb̄mam

)
But Grasmmann integrals are particularly easy: they’re either zero or one, with

∫
da =

0 and
∫
da a = 1. The integration above vanishes whenever there is a fermi zero mode

because there’s nothing to soak up the integration over the associated Grassmann

variables a0 and b0. This is why massless fermions cause the instanton tunnelling

amplitude to vanish.

We learn that we’re only going to get a non-vanishing answer from instantons if we

compute a correlation function that includes the fermion zero mode. This leads to a

rather pretty superselection rule. Consider the correlation function

⟨ψ̄−ψ+⟩

This is known as a chiral condensate. This has axial charge +2. If U(1)A is a good,

unbroken symmetry of our theory then we would expect this to vanish in the vacuum.

However, we know that U(1)A is, instead, anomalous. We will now see that this is

reflected in a non-vanishing expectation value for the chiral condensate.
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Written in terms of our eigenbasis, the chiral condensate becomes

ψ̄−ψ+ =
1

2

∑
l,l′

b̄lal′ϕ̄l(1 + γ5)ϕl′

where we’re using the fact that γ5ψ+ = ψ+ to write ψ+ as a projection of ψ onto the

+1 eigenvalue of γ5. We can then write the correlation function as

⟨ψ̄−ψ+⟩ =
∏
n

∫
dandb̄n

∏
m

(
1 + λmb̄mam

) 1
2

∑
l,l′

b̄lal′ϕ̄l(1 + γ5)ϕl′

=

(∏
n

λn

)
1

2

(∑
l

1

λl
ϕ̄l(1 + γ5)ϕl

)
(3.52)

We can look at the contributions to this from each instanton sector, ν. When we’re in

the trivial, ν = 0, sector there are generically no zero modes so the product
∏

n λn ̸= 0.

(One might wonder whether perhaps n+ = n− ̸= 0. This is possible, but generically

will not be the case.) However, as we saw in (3.50), the eigenvalues λn come in ±
pairs, a fact which follows from the existence of γ5. This means that the sum over λ−1

l

will contain equal and opposite contributions, and the contribution from the trivial

instanton sector is ⟨ψ̄ψ⟩ν=0 = 0.

In contrast, interesting things happen when we have winding ν = 1. Now there is a

single zero mode which obeys γ5ϕ0 = +ϕ0. But the multiplication by λ0 in the product

is precisely cancelled by the ϕ̄0ϕ0 term in the sum. We see that, in this semi-classical

approximation,

⟨ψ̄−ψ+⟩ν=1 = det ′(i /D) ϕ̄0ϕ0

where det ′ means that you multiply over all eigenvalues, but omit the zero modes.

In fact, this is the only topological sector that contributes to ⟨ψ̄−ψ+⟩. When ν = −1,
we also have a zero mode but it has opposite chirality, γ5ϕ0 = −ϕ0, and so does not

contribute. Instead, this sector will contribute to ⟨ψ̄+ψ−⟩.

Meanwhile, when |ν| ≥ 2, we have more than one zero mode and the integral

(3.52) again vanishes. Instead, these sectors will contribute to correlators of the form

⟨ (ψ̄−ψ+)
ν⟩.

3.3.3 The Theta Term Revisited

We saw above that the existence of massless fermions – and, in particular, their fermi

zero modes – quashes the tunnelling between |n⟩ vacua. This leaves us with a question:

what becomes of the theta angle?
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The answer to this is hiding within our path integral derivation of the anomaly.

Consider a single Dirac fermion coupled to a gauge field (either Abelian or non-Abelian,

it doesn’t matter) and make a chiral rotation (3.21). On left- and right-handed spinors,

this acts as

ψ+ → eiαψ+ and ψ− → e−iαψ− (3.53)

The upshot of our long calculation in Section 3.2.2 is that the measure transforms as

(3.33), ∫
DψDψ̄ −→

∫
DψDψ̄ exp

(
− ie

2α

16π2

∫
d4x ϵµνρσFµνFρσ

)
But this is something that we’ve seen before: it is the theta-term that we introduced

for Maxwell theory in Section 1.2 and for Yang-Mills in Section 2.2! We see that a

chiral rotation (3.53) effectively shifts the theta-angle by

θ → θ − 2α (3.54)

This means that the theta angle isn’t really physical: it can be absorbed by changing

the phase of the fermion.

(There is a caveat here: the mass for a single fermion might undergo additive renor-

malisation that shifts it away from zero. So it’s not quite right to say that the theta

angle ceases to exist when m = 0. Rather, we should say that for m ∈ R, there is a sin-

gle value where the theta-angle becomes unphysical. Note that this issue doesn’t arise

if multiple fermions become massless because then we get an enhanced chiral symmetry

which prohibits an additive mass renormalisation.)

This ties in with our discussion of instantons in the previous section. We saw that

the chiral condensate ⟨ψ̄−ψ+⟩ receives a contribution only from topological sectors with

winding ν = 1. If we added a theta term in the action, we would find ⟨ψ̄−ψ+⟩ ∼ eiθ,

since eiθ is the sign of a single instanton. This agrees with our result (3.54).

The discussion above shows that the parameter θ can be absorbed into a dynamical

field, which is the phase of the fermion. But we can also turn this idea on its head.

Suppose that we hadn’t realised that U(1)A was anomalous, but we knew that ⟨ψ̄−ψ+⟩ ≠
0. We might be tempted to conclude that this condensate has broken a global symmetry

and would be entitled to expect the existence of an associated Goldstone boson, which

is the phase of the condensate. Yet no such Goldstone boson exists. One can view

the would-be Goldstone boson as θ, but it is a parameter of the theory, rather than a

dynamical field!
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With more than one massless fermion, there are also fermionic condensates that

break the non-anomalous part of the chiral flavour symmetry. These are not due to

instantons and, this time, we do get Goldstone modes. Their story is interesting enough

that it gets its own chapter: it will be told in Section 5.

So far we have focussed on massless fermions. What happens for a massive fermion?

Does the θ angle suddenly become active again? Well, sort of. For a Dirac fermion,

we have two choices of mass term: either ψ̄ψ or iψ̄γ5ψ. Only the former is invariant

under parity, but both are allowed. Written in terms of the Weyl fermions, these two

mass parameters naturally split into a modulus and complex phase,

Lmass = m
(
eiϕψ†

+ψ− + e−iϕψ†
−ψ+

)
However, the anomaly means that we can trade the phase ϕ for a theta angle, or vice-

versa. Only the linear combination θ + ϕ has physical meaning. More generally, with

Nf fermions we can have a complex mass matrix M and the quantity θ + arg (detM)

remains invariant under chiral rotations.

The Witten Effect Revisited

We spent quite a lot of time in earlier sections understanding how the theta angle is

physical. Now we have to return to these arguments to understand why they fail in the

presence of massless fermions. For example, in Section 1.2.3 we discussed the Witten

effect, in which a magnetic monopole picks up an electric charge proportional to θ.

What happens in the presence of a massless fermion?

The answer to this question is a little more subtle. For fermions of mass m, one finds

that the fermions form a condensate around the monopole of size ∼ 1/m and, in the

presence of a theta angle, this condensate carries an electric charge that is proportional

to θ as expected by the Witten effect. As the mass m→ 0, this electric charge spreads

out into an increasingly diffuse cloud until, in the massless limit, it is no longer possible

to attribute it to the monopole.

3.3.4 Topological Insulators Revisited

The ideas above also give us a different perspective on the topological insulator that

we met in Section 1.2.1. Consider a Dirac fermion in d = 3+1 dimensions, whose mass

varies as a function of one direction, say x3 = z. We couple this fermion to a U(1)

gauge field, so the action is

S =

∫
d4x iψ̄ /Dψ −m(z)ψ̄ψ
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We take the profile of the mass to take the form shown

z

m(z)

Figure 28:

in the figure. In particular, we have

m(z)→

{
+m as z →∞
−m as z → −∞

with m > 0. If we perform a chiral rotation only

in the region z < 0, we can make the mass positive

again, but only at the expense of introducing a non-

trivial θ = π. In other words, the massive fermion

above provides a microscopic realisation of the topological insulator. Note that the mass

term ψ̄ψ is compatible with time reversal invariance as expected from the topological

insulator. (In contrast, a mass term ψ̄γ5ψ breaks time reversal.)

This set-up also brings something new. Let’s turn off the gauge fields and study the

Dirac equation. Using the gamma matrices (3.9), the Dirac equation is

i∂0ψ− + iσi∂iψ− = mψ+

i∂0ψ+ − iσi∂iψ+ = mψ− (3.55)

Solutions to these equations include excitations propagating in the asymptotic |z| → ∞
region, but these all cost energy E ≥ m. However, there can be solutions with energy

E < m that are bound to the region z ≈ 0. In general, the number of such bound

states will depend on the properties of m(z). But there is one special solution that

always exists, providing the profile obeys (3.55). This is given by the ansatz

ψ+ = iσ3ψ− = exp

(
−
∫ z

dz′ m(z′)

)
χ(x0, x1, x2)

Note that this ansatz is localised around z ≈ 0, dropping off exponentially as e−m|z|

as z → ±∞. It has the property that the ∂z variation in (3.55) cancels the m(z)

dependence, leaving us with the 2-component spinor χ(x) which must satisfy

∂0χ+ σ1∂1χ+ σ2∂2χ = 0

But this is the Dirac equation for a massless spinor in d = 2 + 1 dimensions. This is a

Fermi zero mode, similar in spirit to those that we saw above associated to instantons.

In the present context, such zero modes were first discovered by Jackiw and Rebbi.
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We learn that, in this realisation, the boundary of

Figure 29:

the topological insulator houses a single gapless fermion.

Indeed, these surface states can be observed in ARPES ex-

periments and have become the poster boy for topological

insulators. An example is shown on the right, beautifully

revealing the relativistic E = |k| dispersion relation.

Note that the surface of the topological insulator only

houses a single, 3d Dirac fermion. The other putative zero

mode would come from ψ+ = −iσ3ψ− but this solves the

equations of motion only if ψ+ ∼ exp
(
+
∫
dz m(z)

)
, and

this is not normalisable.

There is an important technicality in the above story. As we have stressed, the

topological insulator preserves time-reversal invariance. Yet it turns out that a single

Dirac fermion in d = 2+1 dimensions does not preserve time-reversal. (We will discuss

this in some detail in Section 8.5.) However, as the topological insulator shows, it is

possible for time-reversal invariance to be preserved providing that the 3d fermion is

housed as part of a larger 4d world. This is an example of a more general mechanism

called anomaly inflow that will be described in Section 4.4.1.

3.4 Gauge Anomalies

The chiral anomaly of section 3.1 is an anomaly in a global symmetry: the naive

conservation law of axial charge is violated in the quantum theory in the presence of

gauge fields coupled to the vector current. Such anomalies in global symmetries are

interesting: as we’ve seen, they are closely related to ideas of topology in gauge theory,

and give rise to novel physical effects. (We will see the effect of the anomaly on pion

decay in Section 5.4.3.)

In this section, we will focus on anomalies in gauge symmetries. While anomalies

in global symmetries are physically interesting, anomalies in gauge symmetries kill

all physics completely: they render the theory mathematically inconsistent! This is

because “gauge symmetries” are not really symmetries at all, but redundancies in our

description of the theory. Moreover, as we sketched in Section 2.1.2, these redundancies

are necessary to make sense of the theory. An anomaly in gauge symmetry removes

this redundancy. If we wish to build a consistent theory, then we must ensure that all

gauge anomalies vanish.
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There is a straightforward way to ensure that gauge symmetries are non-anomalous:

only work with Dirac fermions, and with gauge fields which are coupled in the same

manner to both left- and right-handed fermions. Such theories are called vector-like.

Nothing bad happens.

Here we will be interested in a more subtle class of theories, in which left- and right-

handed fermions are coupled differently to gauge fields. These are called chiral gauge

theories and we have to work harder to ensure that they are consistent. Note that

chiral gauge theories are necessarily coupled to only massless fermions. This is because

a mass term requires both left- and right-handed Weyl fermions and is gauge invariant

only if they transform in the same way under the gauge group. In other words, mass

terms are only possible for vector-like mater.

We describe how to build chiral gauge theories with U(1) gauge groups in section

3.4.1, with non-Abelian gauge groups in section 3.4.2 and with SU(2) gauge groups

(which turns out to be special) in section 3.4.3.

3.4.1 Abelian Chiral Gauge Theories

Here is an example of a bad theory: take a Dirac fermion and try to gauge both

axial and vector symmetries. We know from our discussion in Section 3.1 that some

combination of these will necessarily be anomalous.

Equivalently, we could consider a single U(1) gauge theory coupled to just a single

Weyl fermion, either left- or right-handed. This too will be anomalous, and therefore

a sick theory.

So how can we construct a chiral gauge theory with a single U(1) gauge field? We

will have NL left-handed Weyl fermions with charges QL
i ∈ Z and NR right-handed

Weyl fermions with charges QR
j ∈ Z. To ensure that the triangle diagram vanishes, we

require

NL∑
a=1

(QL
a )

3 =

NR∑
j=1

(QR
j )

3 (3.56)

There are obvious solutions to this equation withNL = NR andQL
a = QR

i . These are the

vector-like theories. Here we are interested in the less-obvious solutions, corresponding

to chiral theories. We will assume that we have removed all vector-like matter, so that

the left-handed and right-handed fermions have no charges in common.
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We can simplify (3.56) a little. In d = 3 + 1 dimensions,

Q

Q

Q

Figure 30:

the anti-particle of a right-handed fermion is left-handed: This

means that we can always work with a set of purely left-handed

fermions which have charges Qa = {QL
i ,−QR

j }. The require-

ment of anomaly cancellation is then

N∑
a=1

Q3
a = 0 (3.57)

We would like to understand the possible solutions to this equation. In particular, what

is the simplest set of charges that satisfies this?

Clearly for N = 2 fermions, the charges must come in a ± pair which is a vector-like

theory. So let’s look at N = 3. We must have two positive charges and one negative (or

the other way round). Set Qa = (x, y,−z) with x, y, z positive integers. The condition

for anomaly cancellation then becomes

x3 + y3 = z3

Rather famously, this equation has no solutions: this is the result of Fermat’s last

theorem.

What about chiral gauge theories with N = 4 Weyl fermions? Now we have two

options: we could take three positive charges and one negative and look for positive

integers satisfying

x3 + y3 + z3 = w3 (3.58)

The simplest integers satisfying this are 3,4,5 and 6. Mathematicians have constructed

a number of different parametric solutions to this equation, although not one that gives

the most general solution. The simplest is due to Ramanujan,

x = 3n2 + 5nm− 5m2 , y = 4n2 − 4nm+ 6m2 (3.59)

z = 5n2 − 5nm− 3m2 , w = 6n2 − 4nm+ 4m2

with n and m positive integers.

We can also construct chiral gauge theories with N = 4 Weyl fermions by having

two of positive charge and two of negative charge, so that

x3 + y3 = z3 + w3 (3.60)
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This equation is also closely associated to Ramanujan and the famous story of G. H.

Hardy’s visit to his hospital bed. Struggling for small talk, Hardy commented that

the number of his taxicab was particularly uninteresting: 1729. Ramanujan responded

that, far from being uninteresting, this corresponds to the simplest four dimensional

chiral gauge theory, since it is the first number that can be expressed as the sum of two

cubes in two different ways: 13 + 123 = 93 + 103. The most general solution to (3.60)

is known. Some of these can be generated by putting m = n + 1 into the Ramanujan

formula (3.59) which, for n ≥ 3, gives x < 0, and so yields solutions to (3.60) rather

than (3.58)

Avoiding the Mixed Gravitational Anomaly

So far, we have been concerned only with cancelling the

Q

grav

grav

Figure 31:

gauge anomaly. However, if we wish to place our theory on

curved spacetime, then we must require that the mixed gauge-

gravitational anomaly (3.49) also vanishes. For this, the di-

agram shown in the figure must also vanish when summed

over all fermions, requiring

N∑
a=1

Qa = 0 (3.61)

Note that the diagram with two gauge fields and a single graviton vanishes because

diffeomorphism symmetry is a non-Abelian group, and the trace of a single generator

vanishes.

Our goal now is to find a set of charges which solve both (3.57) and (3.61)7. Let’s

first see that these cannot be satisfied by a set of N = 4 integers. To show that there

can be no solutions with three positive integers and one negative, we could either plug

in the explicit solution (3.59) or, alternatively use (3.61) to write w = x+ y + z which

then implies that w3 > x3 + y3 + z3 in contradiction to (3.58). To see that no taxicab

numbers can solve (3.61), write one pair as x, y = a±b and the other pair as z, w = c±d
with a, b, c, d ∈ 1

2
Z+. Then (3.61) tells us that a = c, while (3.57) requires b = d.

It turns out that some questions we can ask about the solutions to (3.57) and (3.61)

are hard. For example if you fix N it may be difficult to determine if there is a solution

with a specified subset of charges. In contrast, it is straightforward to classify solutions

if we place a bound, |Qa| ≤ q on the charges. Consider the set of charges

{Qa} = {1[d1], 2[d2], . . . , q[dq ]}
7I’m grateful to Imre Leader for explaining how to solve these equations.
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where we use notation that dp is the multiplicity of the charge p if dp > 0, while |dp|
is the multiplicity of −p if dp < 0. This notation has the advantage of removing any

non-chiral matter since we can’t have both charges p and −p. The two conditions (3.57)
and (3.61) become

q∑
p=1

p3dp = 0 and

q∑
p=1

pdp = 0 (3.62)

This can be thought of as specifying two q-dimensional vectors which lie perpendicular

to dp. Solutions to these linear equations for dp ∈ Z span a (q− 2)-dimensional lattice.

Each lattice point corresponds to a solution with the number of fermions given by

N =
∑q

p=1 |dp|.

Now we can address the question: what is the simplest chiral gauge theory. Of course,

the answer depends on what you mean by “simple”. For example, you may want the

theory that contains the lowest charge q. In this case, the answer is the set of N = 10

fermions with charge

{Qa} = {1[5], 2[−4], 3}

Alternatively, you may instead want to minimize the number of Weyl fermions N in

the theory. The smallest solutions to (3.57) and (3.61) have N = 5 Weyl fermions.

There are many such solutions, but the one with the lowest q is

{Qa} = {1, 5,−7− 8, 9}

In general, the trick of changing the non-linear diophantine equations (3.57) and (3.61)

into the much simpler linear equations (3.62) means that it is simple to generate con-

sistent chiral Abelian gauge theories.

Finally, to paraphrase Coleman, if you want your Hilbert space to contain structures

capable of knowing joy, then the set ofN = 15 fermions with charges {1[6], 2[3], 3[−2], 4[−3], 6}
is a good place to start; we’ll see the importance of these charges in Section 3.4.4.

3.4.2 Non-Abelian Gauge Anomalies

We now turn to non-Abelian gauge theories with gauge group G. We have to worry

about the familiar triangle diagrams, now with non-Abelian currents on each of the

external legs:

A
a

µ

A
c

λ

A
b

ν

A
a

µ

A
b

ν

A
c

λ

+
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The anomaly must be symmetric under ν ↔ λ, and this symmetry then imposes itself

on the group structure. The result is that a Weyl fermion in a representation R, with

generators T a, contributes a term to the anomaly proportional to the totally symmetric

group factor

dabc(R) = trT a{T b, T c}

Furthermore, left and right-handed fermions contribute to the anomaly with opposite

signs.

We will consider a bunch of left-handed Weyl fermions, transforming in representa-

tions RL i, with i = 1 . . . , NL and a bunch of right-handed Weyl fermions transforming

in RRj with j = 1, . . . , NR. The requirement for anomaly cancellation is then

NL∑
i=1

dabc(RL i) =

NR∑
j=1

dabc(RRj) (3.63)

As long as the gauge group is simply laced (i.e. contains no U(1) factors) then there is

no analog of the mixed gauge-gravitational anomaly (3.61) because trT a = 0.

How can we satisfy (3.63)? One obvious way is to have an equal number of left- and

right-handed fermions transforming in the same representations of the gauge group. A

prominent example is QCD, which consists of G = SU(3), coupled to Nf = 6 quarks,

each of which is a Dirac fermion. For such vector-like theories, there is no difficulty

in assigning mass terms to fermions which fits in with our theme that anomalies are

associated only to massless fermions.

There are other, straightforward ways to solve (3.63). The anomaly vanishes for any

representation that is either real (e.g. the adjoint) or pseudoreal (e.g. the fundamental

of SU(2)). Here “pseudoreal” means that the conjugate representation T̄ a is related to

the original T a by a unitary matrix U , acting as

T̄ a = UT aU−1

If we denote a group element by eiα
aTa

then, in the conjugate representation, the same

group element is given by e−iα
aTa ⋆

. This means that the conjugate representation can

be written as T̄ a = −T a ⋆ = −(Ta)T , where the last equality follows because we can

always take T a to be Hermitian. The upshot of these arguments is that, for a real or

pseudoreal representation,

trT a{T b, T c} = tr T̄ a{T̄ b, T̄ c} = −tr (T a)T{(T b)T , (T c)T} = −trT a{T b, T c}
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where the final equality comes from the fact that trA = trAT . We learn that for any

real or pseudoreal representation trT a{T b, T c} = 0. Once again, this tallies nicely with

the fact that anomalies are associated to fermions that are necessarily massless, since

we can always write down a Majorana mass term for fermions in real representations.

The only gauge groups that suffer from potential anomalies are those with complex

representations. This already limits the possibilities: we need only worry about gauge

anomalies in simply laced groups when

G =


SU(N) with N ≥ 3

SO(4N + 2)

E6

We should add to this list G = U(1) which we discussed separately in the previous

section.

The list of gauge groups which might suffer perturbative gauge anomalies is short.

But it turns out that it is shorter still, since the anomaly coefficient trT a{T b, T c}
vanishes for both G = E6 and G = SO(4N + 2) with N ≥ 2. (Note that the Lie

algebra so(6) ∼= su(4) so this remains.) We learn that we need only care about these

triangle anomalies when

G = SU(N) with N ≥ 3

Interestingly, these are the gauge groups which appear most prominently in the study

of particle physics.

Let’s now look at solutions to the anomaly cancellation condition (3.63). At first

glance, this look as if it is a tensor equation and if each representation R had a different

tensor structure for dabc is would be tricky to solve. Fortunately, that is not the case.

One can show that

dabc(R) = A(R) dabc(N)

where N is the fundamental representation of SU(N). The coefficient A(R) is some-

times called simply the anomaly of the representation. To see this, first note that we

have

A(R1 ⊕R2) = A(R1) + A(R2) (3.64)

– 163 –



But an arbitrary representation can be constructed by taking tensor products of the

fundamental. The representation R1 ⊗ R2 is generated by 11 ⊗ T a2 + T a1 ⊗ 12, so we

have

A(R1 ⊗R2) = dim(R1)A(R2) + dim(R2)A(R1) (3.65)

Finally, note that our calculation above tells us that A(R̄) = −A(R).

The formulae (3.64) and (3.65) allow us to compute the anomaly coefficient for

different representations providing that we know how to take tensor products. Consider,

for example, representations of G = SU(3). By definition A(3) = −A(3̄) = 1. If we

use the fact that 3⊗ 3 = 6⊕ 3̄ then we have

A(6) = A(3⊗ 3)− A(3̄) = 3A(3) + 3A(3)− A(3̄) = 3 + 3− (−1) = 7

Similarly, 3⊗ 3̄ = 8⊕ 1, which gives

A(8) = 3A(3) + 3A(3̄)− A(1) = 3 + (−3)− 0 = 0

as expected since the adjoint 8 is a real representation.

What is the Simplest Non-Abelian Chiral Gauge Theory?

A chiral gauge theory is one in which the left-handed and right-handed Weyl fermions

transform in different representations of the gauge group. This prohibits a tree-level

mass term for the fermions, since it is not possible to write down a fermion bilinear.

Theories of this type comprise some of the most interesting quantum field theories,

both for theoretical and phenomenological reasons. (We’ll see a particularly interesting

chiral gauge theory in Section 3.4.4.) Notably, there are obstacles to placing these

theories on the lattice, which means that we have no numerical safety net when trying

to understand their strong coupling dynamics.

We can use our results above to construct some simple non-Abelian chiral gauge

theories. One can show that the anomaly coefficients for the symmetric and anti-

symmetric representations are:

A( ) = N + 4 and A( ) = N − 4

From this, we learn that we can construct a number of chiral gauge theory by taking,

for N ≥ 5,

G = SU(N) with a and N − 4 □ Weyl fermions
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where□ is shorthand for the anti-fundamental. Alternatively, we could have, forN ≥ 3,

G = SU(N) with a and N + 4 □

or

G = SU(N) with a , a and 2N □

The simplest of these theories is:

SU(5) with a 5̄ and 10 (3.66)

This is a prominent candidate for a grand unified theory, incorporating the Standard

Model gauge group and one generation of matter fields. We’ll return to these chiral

gauge theories in Section 5.6.4 where we describe their likely dynamics.

Alternatively, we can build a chiral gauge theory by taking either E6 or SO(4N +2)

with complex representations, where the anomaly coefficients all vanish. The simplest

such example is SO(10) with a single Weyl fermion in the 16 spinor representation.

This too is a prominent candidate for a grand unified theory.

The chiral gauge theories described above are the simplest to write down. But it

turns out that there is one chiral gauge theory which has fewer fields. This will be

described in section 3.4.4. But first there is one further consistency condition that we

need to take into account.

3.4.3 The SU(2) Anomaly

The list of gauge groups that suffer a perturbative anomaly does not includeG = SU(2).

This is because all representations are either real or pseudoreal. For example, the

fundamental 2 representation, with the generators given by the Pauli matrices σa, is

pseudoreal. In agreement with our general result above, it is simple to check that

dabc = trσa{σb, σc} = 0

This would naively suggest that we don’t have to worry about anomalies in such theo-

ries. But this is premature. There is one further, rather subtle anomaly that we need

to take into account. This was first discovered by Witten and, unlike our previous

anomalies, cannot be seen in perturbation theory. It is a non-perturbative anomaly.

Here is the punchline. An SU(2) gauge theory with a single Weyl fermion in the

fundamental representation is mathematically inconsistent. Furthermore, an SU(2)

gauge theory with any odd number of Weyl fermions is inconsistent. To make sense

of the theory, Weyl fermions must come in pairs. In other words, they must be Dirac

fermions.
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To see why, let’s start with a theory which makes sense. We will take a Dirac fermion

Ψ in the fundamental representation of SU(2). The partition function in Euclidean

space is, schematically,

Z =

∫
DΨDΨ̄DA exp

(
−
∫
d4x

1

2g2
trF µνFµν + iΨ̄ /DΨ

)
=

∫
DA det(i /D) exp

(
−
∫
d4x

1

2g2
trF µνFµν

)
This determinant is an infinite product over eigenvalues of i /D and, as such, we have

to regulate this product in a gauge invariant way. We met one such regularisation in

3.2.2 where we discussed the measure in the path integral. Another simple possibility

for a Dirac fermion is Pauli-Villars regularisation.

Let’s now repeat this for a Weyl fermion. For concreteness, let’s take a left-handed

fermion ψ. Following (3.10), we have the path integral,

Z =

∫
DψDψ̄DA exp

(
−
∫
d4x

1

2g2
trF µνFµν + iψ̄σµDµψ

)
Integrating out the fermions, it looks like we’re left with the object det(iσµDµ). But

this is rather subtle, because iσµDµ doesn’t map a vector space back to itself; instead

it maps left-handed fermions onto right-handed fermions. To proceed, it’s best to think

of the Weyl fermion as a projection ψ = 1
2
(1 + γ5)Ψ. We then have

Z =

∫
DA det

(
i /D

1 + γ5

2

)
exp

(
−
∫
d4x

1

2g2
trF µνFµν

)
(3.67)

As we discussed in Section 3.3.1, i /D is a Hermitan operator and therefore has real

eigenvalues. The existence of the γ5 matrix ensures that these eigenvalues come in ±
pairs,

i /Dϕn = λnϕn ⇒ i /D(γ5ϕn) = −λn(γ5ϕn)

Let us assume that we have a gauge potential with no zero eigenvalues. Then the

spectrum of eigenvalues of i /D looks something like that shown on the left-hand axis of

the figure below. Formally, det(i /D) =
∏

n λn. To define the determinant det(i /D(1 +

γ5)/2), we should just take the product over half of these eigenvalues. In other words,

det

(
i /D

1 + γ5

2

)
= det1/2(i /D)

This formula is intuitive because a Dirac fermion consists of two Weyl fermions. Our

job is to make sense of it. The difficulty is that there is a ± ambiguity when we take

the square-root det1/2(i /D). This, as we will see, will be our downfall.
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Let’s try to define a consistent sign for our determinant

Αµ

0

spectrum

Αµ
Ω

Figure 32:

det1/2(i /D). To do so, we need to pick half of these eigen-

values in a consistent way. Here is how we will go about it.

We start with some specific gauge configuration A⋆µ. For this

particular choice, we define det1/2(i /D) to be the product of

the positive eigenvalues only, throwing away the negative

eigenvalues. As we vary the Aµ away from A⋆µ, we follow

this set of preferred eigenvalues and continue to take their

product. It may be that as we vary Aµ, some of these cho-

sen eigenvalues cross zero and become negative. Whenever

this happens, det1/2(i /D) changes sign. If we’re lucky, this

method has succeeded in assigning a particular to sign to det1/2(i /D) for each configu-

ration Aµ.

Now we come to the important question: is our choice of sign gauge invariant? In

particular, suppose that we start with a gauge connection Aµ and smoothly vary it until

we come back to a new gauge connection which is gauge equivalent to a the original,

Aµ 7→ AΩ
µ = Ω(x)AµΩ

−1(x) + iΩ(x)∂µΩ
−1(x)

For our theory to be consistent, we need that the sign of det1/2(i /D) is the same for

these two gauge equivalent configurations. If this fails to be true, then the integral over

Aµ in the partition function (3.67) will give us Z = 0 and our theory is empty.

How could this fail to work? We know that the total spectrum of /D is the same for

gauge equivalent configurations. The concern is that as we vary smoothly from Aµ to

AΩ
µ , an odd number of eigenvalues may cross the origin, as shown in the figure. This

would result in a change to the sign of the determinant.

To proceed, we need to classify the kinds of gauge transformations Ω(x) that we

can have. We will consider gauge transformations such that Ω(x) → 1 as x → ∞.

This effectively compactifies R4 to S4 and all such gauge transformation provide a map

Ω : S4 7→ SU(2). These maps are characterised by the homotopy group

Π4(SU(2)) = Z2 (3.68)

Note that in our discussion of instantons in Section 2.3 we used Π3(SU(2)) = Z.

That’s fairly intuitive to understand because SU(2) ∼= S3, so the third homotopy group

counts winding from a 3-sphere to a 3-sphere. The fourth homotopy group about is

less intuitive8: it tells us that there are topologically non-trivial maps from S4 to S3.
8Higher homotopy groups only get more counter-intuitive! See, for example, the Wikipedia article

on the homotopy groups of spheres.
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The homotopy group (3.68) means that all SU(2) gauge transformations fall into two

classes: trivial or non-trivial. We will see that under a non-trivial gauge transformation

det1/2(i /D) 7→ − det1/2(i /D) (3.69)

This is the non-perturbative SU(2) anomaly that renders the theory inconsistent.

(Rather annoyingly, because the anomaly is related to the global structure of the gauge

group, it is sometimes referred to as a “global anomaly”, even though it is an anomaly

in a gauge symmetry instead of a global symmetry.)

Follow the Eigenvalue

It remains to show that det1/2(i /D) indeed flips sign under a non-trivial gauge trans-

formation as in (3.69). To do so, we consider a gauge connection A on the 5d space

M5 = R× S4. We parameterise the R factor by τ and work in a gauge with Aτ = 0.

Meanwhile, for µ = 1, 2, 3, 4 labelling a direction on S4 we choose a gauge configuration

such that

Aµ(x, τ)→ Aµ(x) as τ → −∞ (3.70)

and

Aµ(x, τ)→ AΩ
µ (x) as τ → +∞ (3.71)

Our 5d gauge field A(x, t) smoothly interpolates between a 4d gauge configuration at

τ → −∞ and a gauge equivalent configuration at τ → +∞, related by a non-trivial

gauge transformation.

We now consider the five-dimensional Dirac operator

/D5Ψ = γτ
∂Ψ

dτ
+ /DΨ

The operator /D5 is both real and anti-symmetric. (Both the spinor representation

of SO(5) and the fundamental representation of the gauge group SU(2) are pseudo-

real, but their tensor product is real.) There are two possibilities for the eigenvalues

of such an operator: either they are zero, or they are purely imaginary and come

in conjugate pairs. This means that as we vary the gauge connection Aµ, and the

eigenvalues smoothly change, the number of zero eigenvalues can only change in pairs.

The number of zero eigenvalues, mod 2, is therefore a topological invariant.

This Z2 topological invariant can be computed by a variant of the Atiyah-Singer index

theorem. For any gauge configuration with boundary conditions (3.70) and (3.71), the

index theorem tells us that the number of zero modes is necessarily odd.
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Let’s now see why this Z2 index of the five-dimensional Dirac operator /D5 tells us

that the determinant necessarily flips sign as in (3.69). Any zero mode of the /D obeys

∂Ψ

∂τ
= −γτ /DΨ (3.72)

We will assume that the gauge configuration Aµ(x, τ) varies slowly enough in τ that

we can use the adiabatic approximation for the eigenfunctions. This means that the

eigenfunction Ψ(x, τ) can be written as

Ψ(x, τ) = f(τ)ϕ(x; τ)

where, for each fixed τ , ϕ(x; τ) is an eigenfunction of the 4d Dirac operator

γτ /Dϕ(x; τ) = λn(τ)ϕ(x, τ)

In this adiabatic approximation, the zero mode equation (3.72) becomes

df

dτ
= −λ(τ)f(τ) ⇒ f(τ) = f0 exp

(
−
∫ τ

dτ ′ λ(τ ′)

)
But f(τ) must be normalisable. This requires that λ(τ) > 0 as τ → +∞, but λ(τ) < 0

as τ → −∞.

We learn that for every normalisable zero mode of /D5, there must be an eigenvalue

of the four-dimensional Dirac operator /D which crosses from positive to negative as we

vary τ . Since the index theorem tells us that there are an odd number of zero modes,

there must be an odd number of eigenvalues that cross the origin. And this, in turn,

means that the determinant flips sign under a non-trivial gauge transformation as in

(3.69). This is why SU(2) gauge theory with a single Weyl fermion — and, indeed,

with any odd number of Weyl fermions — is inconsistent.

Other Gauge Groups

Although advertised here as an anomaly of SU(2) gauge groups, the same argument

holds for any gauge group with non-trivial Π4. This is not relevant for other unitary

or orthogonal groups: Π4(SU(N)) = 0 for N ≥ 3 and Π4(SO(N)) = 0 for all N ≥ 5.

However, SU(2) is also the start of the symplectic series: SU(2) = Sp(1). More

generally,

Π4(Sp(N)) = Z2 for all N

The same arguments as above tell us that Sp(N) with a single Weyl fermion in the

fundamental representation has a non-perturbative anomaly and is therefore mathe-

matically inconsistent.
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3.4.4 Anomaly Cancellation in the Standard Model

We saw earlier how to build chiral, non-Abelian gauge theories with gauge group

SU(N). The simplest of these is the SU(5) grand unified candidate (3.66). How-

ever, it turns out that there is a chiral gauge theory which is simpler than this, in the

sense that it has fewer fields. This theory has gauge group

G = U(1)× SU(2)× SU(3)

We denote the chiral matter as (R1,R2)Y where R1 and R2 are the representations

under SU(2) and SU(3) respectively, and the subscript Y denotes the U(1) gauge

charge. The left- and right-handed fermions transform as

Left-Handed: lL : (2,1)−3 , qL : (2,3)+1

Right-Handed: eR : (1,1)−6 , uR : (1,3)+4 , dR : (1,3)−2 (3.73)

This is perhaps the most famous of all quantum field theories, for it describes the world

we live in. It is, of course, the Standard Model with a single generation of fermions.

(It is missing the Higgs field and associated Yukawa couplings which do not affect the

anomalies. Note also that we have chosen a normalisation so that the U(1) hypercharges

are integers; this differs by a factor of 6 from the conventional normalisation.) Here lL
are the left-handed leptons (electron and neutrino) and eR is the right-handed electron.

Meanwhile, qL is the left-handed doublet of up and down quarks while uR and dR are

the right-handed up and down quarks. We may add to this a right-handed neutrino νR
which is a singlet under all factors of G.

Let’s see how anomaly cancellation plays out in the Standard Model. First the

non-Abelian anomalies. The [SU(3)]3 diagram is anomaly free because there are two

left-handed and two right-handed quarks. Similarly, there is no problem with the non-

perturbative SU(2) anomaly because there are 4 fermions transforming in the 2.

This leaves us only with anomalies that involve the Abelian factor. Here things

are more interesting. The U(1)3 anomaly requires that the sum of charges
∑

left Y
3 −∑

right Y
3 = 0. (In all of these calculations, we must remember to multiply by the

dimension of the representation of the non-Abelian factors). We have

[U(1)]3 :
[
2× (−3)3 + 6× (+1)3

]
−
[
(−6)3 + 3× (4)3 + 3× (−2)3

]
= 0

where we have arranged left- and right-handed fermions into separate square brackets.

We see already that the cancellation happens in a non-trivial way. Similarly, the mixed
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U(1)-gravitational anomaly tells us that the sum of the charges
∑

left Y −
∑

right Y = 0

must vanish

U(1)× gravity2 :
[
2× (−3) + 6

]
−
[
− 6 + 3× 4 + 3× (−2)

]
= 0

Finally, we have the mixed anomalies between two factors of the gauge group. The

non-Abelian factors must appear in pairs, otherwise the contribution vanishes after

taking the trace over group indices. But we’re left with two further anomalies which

must cancel:

[SU(2)]2 × U(1) : −3 + 3× (+1) = 0

[SU(3)]2 × U(1) : 2× (+1)−
[
4− 2

]
= 0

We see that all gauge anomalies vanish. Happily, our Universe is mathematically con-

sistent!

The Standard Model is arguably the simplest chiral gauge theory that one can write

down (at least with a suitable definition of the word “simple”). It is rather striking

that this theory is the one that describes our Universe at energy scales ≲ 1 TeV or so.

Could it have been otherwise?

There are alternative games that we can play here. For example, we could take the

matter fields of the Standard Model, but assign then arbitrary hypercharges.

lL : (2,1)l , qL : (2,3)q , eR : (1,1)x , uR : (1,3)u , dR : (1,3)d

We then ask what values of the hypercharges {l, q, x, u, d} give rise to a consistent

theory? We have constraints from the non-Abelian anomalies:

[SU(2)]2 × U(1) : 3q + l = 0

[SU(3)]2 × U(1) : 2q − u− d = 0 (3.74)

and the Abelian purely Abelian anomaly

[U(1)]3 : 6q3 + 2l3 − 3u3 − 3d3 − x3 = 0 (3.75)

On their own, these are not particularly restrictive. However, if we also add the mixed

gauge-gravitational anomaly

U(1)× gravity2 : 6q + 2l − 3(u+ d)− x = 0 (3.76)
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then it is straightforward to show that there are only two possible solutions. The first

of these is a trivial, non-chiral assignment of the hypercharges,

q = l = x = 0 and u = −d (3.77)

The second is, up to an overall rescaling, the charge assignment (3.73) seen in Nature,

x = 2l = −3(u+ d) = −6q and u− d = ±6q

This is interesting. Notice that we didn’t insist on quantisation of the hypercharges

above, yet the restrictions imposed by anomalies ensure that the resulting hypercharges

are, nonetheless, quantised in the sense that the ratios of all charges are rational.

We could also turn this argument around. Suppose that we instead insist from the

outset that the hypercharges {l, q, x, u, d} take integer values. This is the statement

that the U(1) gauge group of the Standard Model is actually U(1), rather than R. We

can use the first equation in (3.74) to eliminate l = −3q. The first equation in (3.74)

tells us that the sum u + d is even which means that the difference is also even: we

write u− d = 2y. The cubic U(1)3 anomaly equation (3.75) then becomes

x3 + 18qy2 + 54q3 = 0 (3.78)

We now want to find integer solutions to this equation. There is the trivial solution

with x = q = 0; this gives us (3.77). Any further solution necessarily has q ̸= 0.

Because (3.78) is a homogeneous polynomial we may rescale to set q = 1 and look for

rational solutions to the curve

x3 + 18y2 + 54 = 0 x, y ∈ Q (3.79)

This is a rather special elliptic curve. To see this, we introduce two new coordinates

v, w ∈ Q, defined by

x = − 6

v + w
, y =

3(v − w)
v + w

This reveals the elliptic curve (3.79) to be the Fermat curve

v3 + w3 = 1

Any non-trivial rational solution to this equation would imply a non-trivial integer

solution to the equation v3 + w3 = z3. Famously, there are none. The trivial solutions

are v = 1, w = 0 and v = 0, w = 1. These reproduce the hypercharge assignments

(3.73) of the Standard Model.
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Notice that at no point in the above argument did we make use of the mixed gauge-

gravitational anomaly. We learn that if we insist quantised hypercharge then consistent

solutions of the gauge anomalies are sufficient to guarantee that the mixed gauge-

gravitational anomaly is also satisfied. This is rather unusual property for a quantum

field theory.

It is well known that the Standard Model gauge group and matter content fits nicely

into a grand unified framework — either SU(5) with a 5̄ and 10; or SO(10) with a 16

— and it is sometimes said that this is evidence for grand unification. This, however,

is somewhat misleading: the matter content of the Standard Model is determined

mathematical consistency alone. To find evidence for grand unification, we must look

more dynamical issues, such as the running of the three coupling constants.

Global Symmetries in the Standard Model

The Standard Model consists of more than just the matter content described above.

There is also the Higgs field, a scalar transforming as (2,1)3, and the associated Yukawa

couplings. After the dust has settled, the classical Lagrangian enjoys two global sym-

metries: baryon number B and lepton number L. The charges are:

lL qL eR uR dR νR

B 0 1
3

0 1
3

1
3

0

L 1 0 1 0 0 1

Both B and L are anomalous. There is a contribution from both the SU(2) gauge

fields, and also from the U(1) hypercharge. For the latter, the anomaly is given by∑
left

BY 2 −
∑
right

BY 2 =
1

3

(
6− 3× 42 − 3× (−2)2

)
= −18

and ∑
left

LY 2 −
∑
right

LY 2 = 2× (−3)2 − 62 = −18

Note, however, the anomalies for B and L are the same. This is true both for the

mixed anomaly with U(1)Y – as shown above – and also for the mixed anomaly with

SU(2). This means that the combination B−L is non-anomalous. It is the one global

symmetry of the Standard Model.

We still have to check if there is a gravitational contribution to the B − L anomaly.

This vanishes only if there is a right-handed neutrino.
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A More General Chiral Gauge Theory

The Standard Model is the start of a 2-parameter family of chiral gauge theories, with

gauge group

G = U(1)× Sp(r)× SU(N)

with N odd. The matter content is a generalisation of (3.73), except there are now r

copies of each of the right-handed fermions, including the right-handed neutrino. The

chiral fermions transform in the representations

Left-Handed: lL : (2r,1)−N , qL : (2r,N)+1

Right-Handed: (eα)R : (1,1)−2αN , (να)R : (1,1)(2α−2)N

(uα)R : (1,N)1+(2α−1)N , (dα)R : (1,N)1−(2α−1)N

For r = 1 and N = 3, the matter content coincides with that of the Standard Model.

One can check that all mixed gauge and gravitational anomalies vanish for arbitrary

integer r and odd integer N .

3.5 ’t Hooft Anomalies

So far we have classified our anomalies into two different types: anomalies in global

symmetries (which are interesting) and anomalies in gauge symmetries (which are fa-

tal).

However, a closer look at the triangle diagrams suggests a better classification of these

anomalies. Global anomalies (like the chiral anomaly) have a single global current and

two gauge currents on the vertices of the triangle. They are better thought of as mixed

global-gauge anomalies. What we have called gauge anomalies have gauge currents on

all three vertices. But here too we have seen examples with mixed anomalies between

different gauge symmetries.

This begs the question: do we gain anything by thinking about triangle diagrams

with global symmetries on all three vertices? If the sum over triangle diagrams does

not vanish, then the global symmetry is said to have a ’t Hooft anomaly.

A global symmetry with a ’t Hooft anomaly remains a symmetry in the quantum

theory. The charges that you think are naively conserved are, indeed, conserved. You

only run into trouble if you couple the symmetry to a background gauge field, in which

case the charge is no longer conserved. You run into real trouble if you try to couple

the symmetry to a dynamical gauge field because then the ’t Hooft anomaly becomes

a gauge anomaly and the theory ceases to make sense. In other words, the ’t Hooft

anomaly is an obstruction to gauging a global symmetry.
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We’ve already met examples of global symmetries with a ’t Hooft anomaly above.

For example, a free Dirac fermion has two global symmetries U(1)V and U(1)A, and

there is a mixed ’t Hooft anomaly between the two.

So far, it doesn’t sound like a ’t Hooft anomaly buys us very much. However, a

very simple and elegant argument, due to ’t Hooft, means that these symmetries can

be rather powerful tool to help us understand the dynamics of strongly coupled gauge

theories. Suppose that we have some theory which, at high-energies, has a continuous

global symmetry group GF (here F stands for “flavour”). We are interested in the low-

energy dynamics and, in particular, the spectrum of massless particles. For strongly

coupled gauge theories, this is typically a very hard problem. As we’ve seen in Section

2, the physical spectrum need not look anything like the fields that appear in the

Lagrangian. In particular, the quarks that appear at high-energies are often confined

into bound states at low-energies. In this way, seemingly massless fields may get a

mass through quantum effects. Conversely, it may be that some of these confined

bound states themselves turn out to be massless. In short, the spectrum rearranges

itself, often in a dramatic fashion, and we would like to figure out what’s left at very

low energies.

The ’t Hooft anomaly doesn’t solve this question completely, but it does provide a

little bit of an insight. Here is the key idea: we gauge the global symmetry GF . This

means that we introduce new gauge fields coupled to the GF -currents. Now, as we

explained above, the ’t Hooft anomaly means that such a gauging is not possible since

the theory will no longer be consistent. To proceed, we must therefore also introduce

some new massless Weyl fermions which do not interact directly with the original fields,

but are coupled only to the GF gauge fields. Their role is to cancel the GF anomaly,

rendering the theory consistent. We will call these new fields spectator fermions.

What is the dynamics of this new theory? We choose the new gauge coupling to be

very small so that these gauge fields do not affect the massless spectrum of the original

theory. In particular, if the new GF gauge field itself becomes strongly coupled at some

scale Λnew, we will pick the gauge coupling so that Λnew is much smaller than any other

scale in the game. The upshot is that at low energies — either in the strict infra-red,

or at energies E ≳ Λnew — there are two choices:

• The symmetry group GF is spontaneously broken by the original gauge dynamics.

In this case, the original theory, in which GF is a global symmetry, must have

massless Goldstone modes.
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• The symmetry group GF is not spontaneously broken. In this case, we are left

with a GF gauge theory which must be free from anomalies. By construction,

the spectator fermions contribute towards the GF anomaly which means that the

low energy spectrum of the original theory must contain extra massless fermions

which conspire to cancel the anomaly. This gives us a handle on the spectrum of

massless fermions and is known as ’t Hooft anomaly matching.

The essence of anomaly matching is that one can follow the anomaly from the ultra-

violet to the infra-red. If the ’t Hooft anomaly in the ultra-violet is AUV then the

spectator fermions must provide an anomaly Aspectator such that

AUV + Aspectator = 0

But if the symmetry survives in the infra-red, the anomaly persists. Now the massless

fermions may look very different from those in the UV – for example, if the theory

confines then they will typically be bound states — but they must contribute AIR to

the anomaly with

AIR + Aspectator = 0 ⇒ AUV = AIR

The anomaly is special because it is an exact result, yet can be seen at one-loop in

perturbation theory.

Anomaly matching has many uses. The standard application is to a SU(N) gauge

theory coupled to Nf massless Dirac fermions, each in the fundamental representation.

This is a vector-like theory, so doesn’t suffer any gauge anomaly. The global symmetry

of the classical Lagrangian is

GF = U(Nf )L × U(Nf )R

where each factor acts on the left-handed or right-handed Weyl fermions. However,

we’ve seen in Section 3.1 that the chiral anomaly means that the axial U(1)A does not

survive in the quantum theory. The non-anomalous global symmetry of the theory is

GF = U(1)V × SU(Nf )L × SU(Nf )R

We can see immediately that GF is likely to enjoy a ’t Hooft anomaly since the SU(Nf )

factors act independently on left- and right-handed fermions. The question is: what

does this tell us about the low-energy dynamics of our theory? The answer to this ques-

tion will be the topic of Section 5, so we will delay giving the full analysis until Section

5.6 where we will show that often there is no confined bound state spectrum which can

reproduce the ’t Hooft anomaly in GF . This means that GF must be spontaneously

broken, and there are massless Goldstone bosons in the theory.
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An Aside: Symmetry Protected Topological Phases

In condensed matter physics, there is the notion of a symmetry protected topological

(SPT) phase. We won’t describe this in detail, but provide a few words to explain how

this is related to ’t Hooft anomalies.

An SPT phase is a gapped phase which, if we disregard the global symmetry, can be

continuously connected to the trivial phase. However, if we insist that we preserve the

global symmetry structure then it is not possible to deform an SPT phase into a trivial

theory without passing through a quantum phase transition.

SPT phases can be rephrased in the language of ’t Hooft anomalies. An SPT phase

in spatial dimension d has a global symmetry G such that, when placed on a manifold

with boundary, the (d−1)-dimensional theory on the boundary has a ’t Hooft anomaly

for G.

3.6 Anomalies in Discrete Symmetries

In this section, we turn to a slightly different topic: anomalies in discrete symmetries.

Unlike our previous examples, these will have nothing to do with chiral fermions, or

ultra-violet divergences in quantum field theory. Instead, our main example is an

anomaly in pure Yang-Mills theory.

I should mention up front that this material is somewhat more specialised than the

rest of this chapter. We will need to invoke a whole bunch of new machinery which,

while fun and interesting in its own right, will not be needed for the rest of these lectures.

And, at the end of the day, we will only apply this machinery to learn something new

about SU(N) Yang-Mills at θ = π.

For those who are nervous that the effort is worth it, here is the gist of the story.

Recall from Section 2.6 that there are (at least) two different versions of SU(N) Yang-

Mills theory that differ in the global structure of the gauge group. These are G =

SU(N) and G = SU(N)/ZN . Moreover, as we explained previously, the theta angles

take different ranges in these two cases:

G = SU(N) ⇒ θ ∈ [0, 2π)

G = SU(N)/ZN ⇒ θ ∈ [0, 2πN)

The discrete symmetry that we’re going to focus on is time reversal. As explained in

Section 1.2.5, under time reversal θ → −θ. This means that the theory with θ = 0 is
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invariant under time reversal. But so too is the theory when θ takes half its range, i.e.

the time-reversal invariant values are

θ = π when G = SU(N)

θ = πN when G = SU(N)/ZN

Clearly these differ. This means that if we start with G = SU(N) and θ = π then

we have time reversal invariance. If we subsequently “divide the gauge group by ZN”

(whatever that means) keeping θ unchanged, we lose time reversal invariance. This

smells very much like a mixed ’t Hooft anomaly: we do something to one symmetry

and lose the other. Roughly speaking, we want to say that there is a mixed ’t Hooft

anomaly between time reversal and the ZN centre symmetry of the gauge group.

It turns out that the language above is not quite correct. There is a mixed ’t Hooft

anomaly, but it is between rather different symmetries, known as generalised sym-

metries. We will describe these in Section 3.6.2 below. But first it will be useful to

highlight how a very similar ’t Hooft anomaly arises in a much simpler example: bosonic

quantum mechanics.

3.6.1 An Anomaly in Quantum Mechanics

Many of the key features of discrete anomalies appear already in the quantum mechanics

of a particle moving on a ring, around a flux tube. This is an example that we first met

in the lectures on Applications of Quantum Mechanics when introducing the Aharonov-

Bohm effect. We also briefly introduced this system in Section 2.2.3 of these lectures

when discussing the theta angle.

We start with the Lagrangian

L =
m

2
ẋ2 +

θ

2π
ẋ (3.80)

where we take the coordinate x to be periodic x ∈ [0, 2π). This describes a particle

of mass m moving around a solenoid with flux θ. (We’ll also see this same quantum

mechanical system arising later in Section 7.1 when we consider electromagnetism in

d = 1 + 1 dimensions compactified on a spatial circle.)

The theta term is a total derivative. This ensures that it does not affect the equations

of motion and so plays no role in the classical system. However, famously, it does change

the quantum theory. To see this, we introduce the momentum

p =
∂L

∂ẋ
= mẋ+

θ

2π
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Figure 33: The energy spectrum for a particle moving around a solenoid.

in terms of which, the Hamiltonian reads

Hθ =
1

2m

(
p− θ

2π

)2

=
1

2m

(
−i ∂
∂x
− θ

2π

)2

where, in the second equality, we’ve used the canonical commutation relations [x, p] = i.

It is simple to solve for the spectrum of this Hamiltonian. We will ask that the

wavefunctions are single-valued in x. In this case, they are given by

ψn(x) =
1√
2π

einx

where the requirement that ψ is single valued around the circle means that we must

take n ∈ Z. Plugging this into the time independent Schrödinger equation Hψ = Eψ,

we find the spectrum

En(θ) =
1

2m

(
n− θ

2π

)2

n ∈ Z

The spectrum is shown in the figure as a function of θ. The key point is that the

spectrum remains invariant under θ → θ + 2π. However, it does so by shifting all the

states |n⟩ → |n+ 1⟩. This is an example of spectral flow.

The fact that our system is periodic in θ will be important. Because of this, here

are two further explanations. First, the path integral. Consider the Euclidean path

integral with temporal S1 parameterised by τ ∈ [0, β). Then the field configurations

include instantons, labelled by the winding number of the map x : S1 → S1,∫
S1

dτ ∂τx = 2πk k ∈ Z

Because the θ-term has a single time derivative, it comes with a factor of i in the

Euclidean path integral, which is weighted by eiθk with k ∈ Z. We see that the

partition function is invariant under θ → θ + 2π.
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Next, Hamiltonian quantisation. Here, the fact that Hθ and Hθ+2π are equivalent

quantum systems can be stated formally by the conjugation

eixHθe
−ix = Hθ+2π

Note that the operator eix is particularly natural. Indeed, the classical periodicity of

x really means that x is not a good quantum operator; instead, we should only work

with eix.

Symmetries

It will prove useful to describe the symmetries of the model. First, for all values of θ,

there is an SO(2) ∼= U(1) symmetry which, classically, acts as translations: x→ x+α.

In the quantum theory, we implement this by the operator Tα, with α ∈ [0, 2π). It acts

on operators as

Tα e
ix T−α = eiαeix

and on states as

Tα|n⟩ = eiαn|n⟩

For the two special values θ = 0 and θ = π, the system also enjoys a parity symmetry

which acts classically as P : x→ −x. In the quantum theory, this acts on the operator

as

P eix P = e−ix with P 2 = 1

One could also view this as charge conjugation since it flips the charge of the particle

moving around the solenoid; in addition, the theory has an anti-unitary time-reversal

invariance at θ = 0 and π but this does not seem to buy us anything new.

The action of parity on the states depends on whether θ = 0 or θ = π. Let’s look at

each in turn.

θ = 0: Here we have P : |n⟩ → |−n⟩. There is a unique ground state, |0⟩, so parity

is unbroken. However, all higher states come in pairs |±n⟩, related by parity. We can

now look at the interplay of parity and translations. It is simple to see that

P Tα P = T−α

Mathematically, the SO(2) symmetry and Z2 combine into O(2) ∼= Z2 ⋊ SO(2) where

the semi-direct product ⋊ is there because, as we see above, P and Tα do not commute.
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θ = π: Now there are two ground states: |0⟩ and |1⟩. They have different charges

under translations, with

Tα|0⟩ = |0⟩ and Tα|1⟩ = eiα|1⟩

Clearly the action of parity can no longer be the same as when θ = 0, because the

states |n⟩ and |−n⟩ are not degenerate. Instead, parity now acts as

P : |n⟩ → |−n+ 1⟩

In particular, P |0⟩ = |1⟩ and P |1⟩ = |0⟩. This shift also shows up when we see how

parity mixes with translations. We now have

P Tα P = eiαT−α

This is no longer the group O(2); it is sometimes referred to as the central extension

of O(2). Said slightly differently, we have a projective representation of O(2) on the

Hilbert space H of the theory. We can define a representation of O(2) on the rays

H/C⋆, but this does not lift to a representation on the Hilbert space itself.

θ ̸= 0, π: When θ does not take a special value, there is no Z2 symmetry and a

unique ground state. For θ < π, the ground state is |0⟩; for θ > π is is |1⟩.

Coupling to Background Gauge Fields

For the chiral anomaly, the breakdown of the symmetry showed up most clearly when

we coupled to background gauge fields (3.34). Our quantum mechanical example is no

different. We turn on a background gauge field for the U(1) symmetry x→ x+α. This

means that we return to our original Lagrangian (3.80) and replace it with the action

Sθ,k =

∫
dt

m

2
(ẋ+ A0)

2 +
θ

2π
(ẋ+ A0) + pA0

This Lagrangian is invariant under the symmetry x → x + α(t) and A0 → A0 − α̇(t).
We’ve also included an extra term, pA0. This is an example of a quantum mechanical

Chern-Simons term. (We’ll spend some time discussing the d = 2 + 1 version of this

termin Section 8.4.) We’ve already encountered terms like this before in Section 2.1.3,

where we argued that it was compatible with gauge invariance provided

p ∈ Z

Our new action is not quite invariant under θ → θ + 2π. We now have

Sθ+2π,p = Sθ,p+1

Equivalently, we should identify (θ, p) ∼ (θ + 2π, p− 1).
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Now let’s look at the action of parity. We still have x→ −x, but now this must now

be augmented by P : A0 → −A0. At θ = 0, this is still a good symmetry of the theory

provided that p = 0. However, at θ = π, we have a problem. The action of parity maps

θ = π to θ = −π and p→ −p. We then need to shift θ back to π which, in turn, shifts

p→ p− 1. In other words,

P : (θ, p) = (π, p)→ (−π,−p) ∼ (π,−p− 1)

But there is no p ∈ Z for which −p − 1 = p. This fact that the Chern-Simons levels

necessarily differ after parity means that the theory is not parity invariant at θ = π: it

suffers a mixed ’t Hooft anomaly between parity and translations.

The Partition Function

Here is yet another way to say the same thing. Let’s consider the Euclidean partition

function, with Euclidean time S1 of radius β. We introduce the chemical potential∫
dτA0 = µ. Large gauge transformations mean that µ ∼ µ+ 2π.

We can compute the partition function

Z = Tr e−βE+iµQ

where Q is the U(1) charge of the state. We will compute the partition function at

θ = π. For our purposes it will suffice to focus on the ground states |0⟩ and |1⟩ which
we take to have E = 0. These have charges Q = 0 and Q = 1 respectively. We have

Zground = 1 + eiµ

Under parity, we have P : µ → −µ. We see again that the partition function is not

invariant under parity, µ → −µ. This is not surprising: the two states have different

charges under the U(1) symmetry.

There is, however, once again a loophole. The two states |0⟩ and |1⟩ have charge

that differs by 1. We can make the theory parity invariant if we assign these two states

with charges ±1
2
. The partition function is then

Znew = e−iµ/2 + eiµ/2 = e−iµ/2Zground

Now we have a partition function that is invariant under parity. But there’s a price

we’ve paid: it is no longer invariant under µ→ µ+2π. This is reminiscent of the story

of chiral fermions, where we could shift the anomaly between the U(1)V and U(1)A
symmetries.
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Adding a Potential

So far we’ve argued that there is a subtle interplay between parity and translations

when θ = π, which we can think of as a ’t Hooft anomaly. But what is it good for?

As we now explain, anomalies of this kind can be used to restrict the dynamics of the

theory.

So see this, we remove the background gauge field but, in its place, turn on a potential

for x. Clearly any potential must be invariant under x → x + 2π. However, we will

request something more: we will ask that the potential is invariant under x → x + π.

For example, we consider the potential

L =
m

2
ẋ2 +

θ

2π
ẋ+ λ cos(2x)

This has two classical ground states at x = 0 and x = π. Moreover, the U(1) translation

symmetry is broken to

U(1)→ Z2

This means that at θ = 0 and θ = π we have two discrete symmetries: Tπ : x→ x+ π

and P : x→ −x.

At θ = 0, the operators obey the algebra TπP = PTπ. This is the algebra Z2 × Z2.

But at θ = π there is a subtlety. The central extension means that these generators

obey

P Tπ P = −Tπ (3.81)

We can define the two elements a = P and b = TπP . These obey a2 = 1 and b2 =

TπPTπP = −1 so that b4 = 1. Also, we have aba = b−1. This is the D8 algebra; it is

the symmetries of rotations of a square.

The D8 algebra can’t act on a single ground state. In particular, if both Tπ and P

act as phases on a state, then we can’t satisfy the algebra (3.81). That means that the

quantum mechanics must have two ground states for all values of λ. We can reach the

same conclusion for any potential that retains Tπ as a symmetry.

This argument is slick, but it is powerful. Usually we learn that double-well quantum

mechanics has just a single ground state, with the two classical ground states split by

instantons. The argument above says that this doesn’t happen in the present situation

when θ = π. This is perhaps rather surprising. At a more prosaic level, it arises because
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there are two instantons which tunnel between the two vacua, one which goes one way

around the circle and one which goes the other. At θ = π, these two contributions

should cancel.

3.6.2 Generalised Symmetries

We want to build up to understanding discrete anomalies in Yang-Mills theory. How-

ever, the anomalies turn out to lie in a class of symmetries that are a little unfamiliar.

These go by the name of generalised symmetries.

We will first discuss generalised global symmetries (as opposed to gauge symmetries).

We’re very used to dealing with such symmetries as acting on fields or, more generally,

local operators of the theory. We have both continuous and discrete symmetries. Con-

tinuous symmetries have an associated current J which is a 1-form obeying d ∗J = 0.

(In contrast to the rest of the lectures, throughout this section we use the notation of

forms.) The charge is constructed from J , together with a co-dimension 1 submanifold

M ⊂ X of spacetime X,

Q =

∫
M

∗J (3.82)

This charge then acts on local operators, defined at a point x, by

eiQϕi(x) = Ri
jϕ

j(x)

where Ri
j is the generator of the group element and x ∈M .

If we have a discrete symmetry, there is no current but, nonetheless, the generator is

still associated to a co-dimension one manifold. We will refer to both continuous and

discrete symmetries of this type as 0-form symmetries. These are the usual, familiar

symmetries of quantum field theories that we have happily worked with our whole lives.

The idea of a generalised symmetry is to extend the ideas above to higher-form sym-

metries. We define a q-form symmetry to be one such that the generator is associated

to a co-dimension q+1 manifold M ⊂ X. If the symmetry is continuous, then there is

a q + 1-form current J and the generator can again be written as (3.82).

For q > 0, these generalised symmetries are always Abelian. This follows from the

group multiplication, Qg1(M)Qg2(M). When q = 0, the manifolds M are co-dimension

one and we can make sense of this product by time ordering the manifolds M . For

q > 0, there is no such ordering. This means that the operators must all commute with

each other.
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A q-form symmetry acts on an operator associated to a q-dimensional manifold C.

Here our interest lies in 1-form symmetries. These act on line operators such as the

Wilson and ’t Hooft lines. Take, for example, a Wilson line W . The action of a 1-form

symmetry takes the form QW = rW where r is a phase and the manifolds M and C

have linking number 1.

Generalised Symmetries in Maxwell Theory

Our ultimate interest is in generalised symmetries in Yang-Mills theory. But it will

prove useful to first discuss generalised symmetries in the context of pure Maxwell

theory.

There are two 2-forms which are conserved. Each can be thought of as the current

for a global 1-form symmetry

Electric 1-form symmetry: Je =
2

g2
F (3.83)

Magnetic 1-form symmetry: Jm =
1

2π
⋆F

Each of these currents is conserved, in the sense that they obey d ⋆J = 0. The electric

1-form symmetry shifts the gauge field by a flat connection: A→ A+ dα. In contrast,

the action of the magnetic 1-form symmetry is difficult to see in the electric description;

instead, it shifts the magnetic gauge field Ã by a flat connection. Relatedly, the electric

1-form symmetry acts on Wilson lines W ; the magnetic 1-form symmetry acts on ’t

Hooft lines T .

The fate of these symmetries depends on the phase of the theory which, as explained

in Sections 2.5 and 2.6, is governed by the Wilson and ’t Hooft line expectation values.

These typically give either area law, or perimeter law. We will say:

Area law: ⟨W ⟩ ∼ e−A ⇒ ⟨W ⟩ = 0

Perimeter law: ⟨W ⟩ ∼ e−L ⇒ ⟨W ⟩ ≠ 0

This may look a little arbitrary, but it is a natural generalisation of what we already

know. A traditional, 0-form symmetry, is said to be spontaneously broken if a charged

operator O has expectation value lim|x−y|→∞⟨O(x)O(y)⟩ = ⟨O(x)⟩⟨O(y)⟩ ≠ 0. In other

words, the expectation value depends only on the edge points x and y. The analogy

for a 1-form symmetry is that the expectation value depends only on the perimeter.
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With this convention, in the Coulomb phase we have ⟨W ⟩ ≠ 0 and ⟨T ⟩ ≠ 0, so that

both symmetries are spontaneously broken. But a broken global symmetry should give

rise to an associated massless Goldstone boson. This is nothing but the photon itself,

⟨0|Fµν |ϵ, p⟩ ∼ (ϵµpν − ϵµpν)eipx

This gives a rather surprising new perspective on an old question. Whenever we have

massless degrees of freedom, there is usually some underlying reason. For massless

scalar fields, Goldstone’s theorem typically provides the reason. But we see that we

can also invoke Goldstone’s theorem to explain why the photon is gapless: we just need

to extend its validity to higher form symmetries.

We can also think about the fate of these symmetries when we add matter to the

theory. Suppose, first, that we introduce charged electric degrees of freedom. This

explicitly breaks the electric one-form symmetry since d ⋆J ∼ d ⋆F which no longer

vanishes because the Maxwell equations now have a source. However, the magnetic

symmetry, which follows from the Bianchi identity, survives. It is spontaneously broken

in the Coulomb phase, but unbroken in the Higgs phase. Moreover, here we have

magnetic vortex strings described in Section 2.5.2, that carry charge under the 1-form

symmetry.

In contrast, if we introduce magnetic degrees of freedom then only the electric 1-form

symmetry survives. This is broken in the Coulomb phase, but unbroken in the Higgs

phase where the confining electric strings carry charge.

There is a variant of this. Suppose that we add electrically charged matter but with

charge N . Then there is a ZN electric 1-form symmetry which shifts the gauge field by

a flat connection with ZN holonomy which leaves the matter invariant. In the Coulomb

phase, both this symmetry and the magnetic 1-form symmetry are broken, as before.

But something novel happens in the Higgs phase where the gauge symmetry breaks

U(1)→ ZN . Now ⟨W ⟩ ≠ 0 reflecting the fact that the ZN electric 1-form symmetry is

spontaneously broken, while the magnetic 1-form symmetry survives. Alternatively, we

could also add charge 1 monopoles which condense, so that the gauge theory confines.

Now ⟨W ⟩ = 0 but ⟨WN⟩ ≠ 0 since the dynamical matter can screen, causing the string

to break. We see that the ZN electric 1-form symmetry is unbroken in this phase.

The various dynamics on display above suggests the following relationship:

Spontaneously broken 1-form symmetry H ⇒ Unbroken gauge symmetry H

This is interesting. A discrete gauge symmetry in the infra-red is a form of topolog-

ical order. This is because, when compactified on non-trivial manifolds, we can have
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flat connections for this discrete gauge symmetry — which is another way of saying

holonomy around cycles. These flat connections can then give rise to multiple ground

states.

Generalised Symmetries in Yang-Mills

Finally, we turn to our main topic of interest. We will study the generalised symmetries

in Yang-Mills theory with two different gauge groups, G = SU(N) and SU(N)/ZN .

The latter group is sometimes referred to as PSU(N) ≡ SU(N)/ZN . Much of what

we have to say will be a recapitulation of the ideas we saw in Section 2.6.2 regarding

’t Hooft and Wilson lines, now viewed in the language of generalised symmetries.

G = SU(N)

The Abelian story above has a close analog in non-Abelian gauge dynamics. We start

by considering the case of simply connected gauge group, G = SU(N). We can have

Wilson lines in all representations of G, with charges lying anywhere in the electric

weight lattice. If we denote the Wilson line in the fundamental representation by W ,

this means that we have W l for all l = 1, 2, . . .. In contrast, the ’t Hooft lines must

carry charges in the magnetic root lattice. If we denote the “fundamental” ’t Hooft

line as T , this means that we only have TN and multiples thereof.

As long as there is no matter transforming under the ZN centre of SU(N), then the

theory also has an electric ZN one-form symmetry. This acts by shifting the gauge field

by a flat ZN gauge connection or, equivalently, inducing a holonomy in the ZN centre

of SU(N). Another way of saying this is that the Wilson line W picks up a phase ω

with ωN under this 1-form symmetry.

When the theory lies in the confining phase, the ZN 1-form symmetry is unbroken.

Here we have ⟨W ⟩ ∼ e−A, with A the area of the loop, and the theory has electric flux

tubes which, due to the absence of fundamental matter, cannot break. These electric

flux tubes are ZN strings which carry charge under the ZN one-form symmetry.

This theory also has a different phase. We can access this if we introduce scalar fields

ϕ transforming in the adjoint of the gauge group, so that the ZN one-form symmetry

remains. Then by going to a Higgs phase with ⟨ϕ⟩ ≠ 0, we have ⟨W ⟩ ∼ e−L, with L the

perimeter of the loop. Now the ZN symmetry is broken. Correspondingly, there are no

electric flux tubes in this phase. However, we now have a topological field theory at

low energies because G = SU(N)→ ZN , so a discrete ZN gauge symmetry remains.
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Summarising, we can view the Wilson line as an order parameter for the electric

one-form symmetry

Electric ZN one-form symmetry:

{
unbroken if ⟨W ⟩ ∼ e−A

broken if ⟨W ⟩ ∼ e−L

A broken ZN one-form symmetry gives rise to a ZN gauge symmetry.

G = SU(N)/ZN

Now let’s consider how this story changes when G = SU(N)/ZN . The Wilson lines

are now restricted to lie in the electric root lattice, so only multiples of WN survive.

In contrast, the whole range of ’t Hooft lines T l with l = 1, 2, . . . are allowed. (Strictly

speaking, this is true at θ = 0; we’ll look at the role of the θ angle below.)

The theory now has a magnetic ZN one-form symmetry, whose order parameter is

the ’t Hooft line T . We have

Magnetic ZN one-form symmetry:

{
unbroken if ⟨T ⟩ ∼ e−A

broken if ⟨T ⟩ ∼ e−L

So this magnetic ZN one-form symmetry is broken in the confining phase, resulting in

an emergent ZN magnetic gauge symmetry.

3.6.3 Discrete Gauge Symmetries

We’re going to need one final piece of technology for our story. This is the idea of a

gauge symmetry based on a discrete, rather than continuous, group.

It’s tempting to think of a gauge symmetry as something in which the transforma-

tion can take different values at different points in space. But this approach clearly

runs into problems for a discrete group since the transformation parameter cannot vary

continuously. Instead, we should remember the by-now familiar mantra: gauge sym-

metries are redundancies. A discrete gauge symmetry simply means that we identify

configurations related by this symmetry.

There is a simple, down-to-earth method to arrive at a discrete gauge theory: we start

with a continuous gauge theory, and subsequently break it down to ZN . Indeed, we

already saw two examples of this above. In the first, we start with U(1) gauge theory,

with a scalar of charge N . Upon condensation, we have U(1)→ ZN . Alternatively, we

could take SU(N) gauge theory with adjoint Higgs fields, giving rise to SU(N)→ ZN .
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Here we take the U(1) gauge theory as our starting point. We can focus on the phase,

ϕ ∈ [0, 2π) of the scalar field. We have a gauge symmetry

ϕ→ ϕ+Nα

where α ∼ α + 2π is also periodic. In the Higgs phase, the scalar kinetic term is

L1 = t2(dϕ−NA) ∧ ⋆(dϕ−NA)

for some t ∈ R which is set by the expectation value of the scalar. In the low-energy

limit, t2 → ∞ and we have A = 1
N
dϕ which tells us that the connection must be flat.

However, something remains because the holonomy around any non-contractible loop

can be 1
2π

∮
A ∈ 1

N
Z.

It is useful to dualise ϕ. We do this by first introducing a 3-form H and writing

L1.5 =
1

(4π)2t2
H ∧ ⋆H +

i

2π
H ∧ (dϕ−NA)

Integrating out H through the equation of motion ⋆H = 4πit2(dϕ−NA) takes us back
to the original Lagrangian L1. Meanwhile, if we send t2 →∞ at this stage, we get the

Lagrangian

L1.5 →
i

2π
H ∧ (dϕ−NA)

where H now plays the role of a Lagrange multiplier, imposing A = 1
N
dϕ. Alternatively,

we can instead integrate out ϕ in L1.5. The equation of motion requires that dH = 0.

This means that we can write H = dB locally. We’re then left with the Lagrangian

L2 =
1

(4π)2t2
H ∧ ⋆H +

iN

2π
B ∧ dA

In the limit t2 →∞, this becomes

LBF =
iN

2π
B ∧ dA

This Lagrangian is known as BF theory. It is deceptively simple and, as we have seen

above, is ultimately equivalent to a ZN discrete gauge symmetry. Our task now is to

elucidate how this works. The subtleties arise from the fact that the two gauge fields

have quantised periods, so when integrated over appropriate cycles yield∫
Σ2

F ∈ 2πZ and

∫
Σ3

H ∈ 2πZ
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The BF theory has two gauge symmetries: A→ A+dα and B → B+dλ. However, as

we’ve seen, the U(1) gauge theory for A is actually Higgsed down to ZN , a fact which

is clear in our initial formulation in L1, but less obvious in the BF theory formulation.

Similarly, the 1-form gauge symmetry for B is also Higgsed down to a ZN 1-form gauge

symmetry. To see this, we dualise A. We first add a Maxwell term for F = dA and

consider the Lagrangian

L2.5 =
1

2e2
F ∧ ⋆F − i

2π
F ∧ (dÂ−NB)

If we integrate out the 1-form Â, we recover the fact that F = dA locally. Note that if

we send e2 →∞, to remove the Maxwell term, we’re left with

L2.5 → −
i

2π
F ∧ (dÂ−NB) (3.84)

where F now plays the role of a Lagrange-multiplier 2-form. Alternatively, we can

instead integrate out F using its equations of motion ⋆F = − ie2

2π
(dÂ−NB) to get

L3 =
e2

8π2
(dÂ−NB) ∧ ⋆(dÂ−NB)

This now takes a similar form as the action L1 that we started with. We should view

the dual gauge field Â as a matter field which is charged under B. Correspondingly,

the U(1) 1-form gauge symmetry is Higgsed down to ZN .

What we learn from this is that a ZN discrete gauge theory also comes with a ZN
1-form gauge symmetry.

The Operators

Our theory has two gauge symmetries, under which

ϕ→ ϕ+Nα and A→ A+ dα

Â→ Â+Nλ and B → B + dλ

As we’ve seen, both are Higgsed down to ZN . Nonetheless, all operators that we write

down must be invariant under these symmetries. Examples of such operators include

dϕ−NA ∼ ⋆H and dÂ−NB ∼ ⋆F (3.85)

where the equations of motion show that these are actually related to the dual fields

H and F respectively. However, these are all trivial in the theory. To find something

more interesting, we must turn to line and surface operators.

– 190 –



There are two electric operators, a Wilson lineWA[C] and a “Wilson surface”,WB[S],

WA[C] = exp

(
i

∫
C

A

)
and WB[S] = exp

(
i

∫
S

B

)
As usual, the Wilson line describes the insertion of a probe particle of charge 1 with

worldline C. Meanwhile, the Wilson surface describes the insertion of a vortex string

with worldsheet S. The scalar ϕ has winding
∫
dϕ = 2π around the vortex which, using

A = 1
N
dϕ, means that the vortex string carries magnetic flux 1/N . A particle of charge

1 picks up a holonomy 2π/N through the Aharonov-Bohm effect. This is captured in

the correlation function〈
WA[C]WB[S]

〉
= exp

(
2πi

N
n(C, S)

)
where n(C, S) is the linking number of C and S. This correlation function is the non-

trivial content of the ZN gauge theory. We see, in particular, that the operators WN
A

and WN
B are both trivial in the sense that they commute with all other operators. This

can also be understood by a ZN gauge transformation which takes a general operator

W q
A[C] = exp

(
iq

∫
C

A

)
and shifts q → q + N . Note that we can also think of this as a ZN global 1-form

symmetry. Because ⟨WA[C]⟩ ∼ e−L, this 1-form symmetry is spontaneously broken,

in agreement with our previous discussion that this should accompany a ZN gauge

symmetry.

One might think that there are also ’t Hooft operators in the theory, constructed by

exponentiating the gauge invariant operators (3.85). The magnetic gauge field dual to

A is Â, and we can write

TA[C, S] = exp

(
i

∫
C

Â− iN
∫
S

B

)
(3.86)

where, now, S is a surface which ends on the line C. The insertion of a ’t Hooft line is

equivalent to cutting out a tube S2×R around C and imposing
∫
S2 F = 2π. However,

the operator TA[C, S] is trivial in the theory. First, note that the attached surface

operator has charge N and so is invisible. Moreover, by a gauge transformation we can

always set Â = 0 locally. The real meaning of the ’t Hooft operator TA[C, S] is simply

that N Wilson surface operators can end on a line.
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We can view this in a slightly different way. Suppose that there are magnetic

monopoles of charge 1 under the U(1) gauge symmetry. This gauge symmetry is Hig-

gsed which means that these monopoles are attached to strings. But the minimum

string has charge 1/N , so the monopole is attached to N strings.

An analogous operator can be constructed using the magnetic dual to B. We have

TB[P,C] = exp

(
iϕ(P )− iN

∫
C

A

)
where now C is a line which ends at the point P . The same arguments as above mean

that this operator is also trivial. It is telling us only that N Wilson line operators can

end at a point.

3.6.4 Gauging a ZN One-Form Symmetry

Finally we can start to put the pieces together. Recall that G = SU(N) Yang-Mills

has a ZN global electric one-form symmetry that acts on Wilson lines. We will show

that if we promote this one-form symmetry to a gauge symmetry then we end up with

G = SU(N)/ZN Yang-Mills.

We can also play this game in reverse. Starting with G = SU(N)/ZN Yang-Mills, we

can gauge the global magnetic one-form symmetry to return to G = SU(N) Yang-Mills.

To this end, let’s start with SU(N) Yang-Mills. We have a proliferation of gauge

fields of various kinds, and we’re running out of letters. So, for this section only, we

will refer to the SU(N) gauge connection as a. We will couple this to a BF theory

which we write in the form (3.84),

LBF =
i

2π

∫
Z ∧ (dV̂ −NB)

The trick is to combine the SU(N) gauge connection a with the U(1) gauge connection

V̂ to form a U(N) ∼= (U(1)× SU(N))/ZN connection

A = a+
1

N
V̂ 1N

Here’s what’s going on. We could try to construct a flat connection a from a SU(N)/ZN
bundle which is not an SU(N) bundle. This is not allowed in the SU(N) theory.

However, we can compensate this with a gauge connection V̂ which would not be

allowed in a pure U(1) theory. The obstructions cancel between the two, so we’re left

with a good U(N) gauge connection. We then define the U(N) field strength

G = dA+A ∧A
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This field strength is not invariant under the 1-form gauge symmetry of the BF theory,

namely V̂ → V̂ +Nλ and B → B + dλ; it transforms as

G → G + dλ

This means that we can’t simply write down the usual Yang-Mills term for G. Instead,
we need to form the gauge invariant combination G −B and write the action

SSU(N)/ZN
=

1

2g2

∫
Tr (G −B) ∧ ⋆(G −B) +

i

2π

∫
Z ∧ (dV̂ −NB) (3.87)

Note that we have set the theta term to zero here because it comes with its own story

which we will tell later. To see what’s happening, we can look at the line operators.

We started with an SU(N) gauge theory with Wilson line

W [C] = TrP exp

(
i

∫
C

a

)
(3.88)

However, this is not invariant under the U(N) gauge transformations that lie in SU(N)/ZN
rather than SU(N). So we need to augment it to get a gauge invariant operator. The

obvious thing to do is to replace a with the U(N) connection A, but now this fails to

be gauge invariant under the 1-form symmetry. To resolve this, we need to work with

W [C,Σ] = W [C] exp

(
i

N

∫
C

V̂ − i
∫
Σ

B

)
where ∂Σ = C. This is now gauge invariant, but it comes with its own woes because

it’s not a line operator but a surface operator, depending on the choice of Σ. To get

an honest line operator, we need to take

WN [C,Σ] = WN [C] exp

(
i

∫
C

V̂ − iN
∫
Σ

B

)
As before, the constraint from integrating out Z tells us that N

∫
Σ
B =

∫
Σ
dA. But on

any closed manifold,
∫
dA ∈ 2πZ. This means that the line operatorWN [C,Σ] doesn’t

really depend on the choice of Σ. But this is exactly the class of Wilson lines which

are allowed in SU(N)/ZN .

From our discussion in the previous section (and in Section 2.6.2), we know that

the SU(N)/ZN theory has more ’t Hooft lines that the SU(N) theory that we started

from. These are easy to write down in our new formulation: they are

T [C] = exp

(
i

∫
Σ

Z

)
(3.89)
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The Theta Term

Now let’s add a theta term into the game. One of the key distinctions between SU(N)

and SU(N)/ZN Yang-Mills is that θ ∈ [0, 2π) in the former, while θ ∈ [0, 2πN) in the

latter. How does this distinction arise when transforming from one theory to another?

We start by writing the obvious, gauge invariant theta term

Sθ =
iθ

8π2

∫
Tr (G −B) ∧ (G −B)

where θ ∈ [0, 2π). Under the shift θ → θ + 2π, we apparently have

∆Sθ =
i

4π

∫
TrG ∧ G − i

2π

∫
TrG ∧B +

iN

4π

∫
B ∧B

The equation of motion for Z tells us that TrG = dV̂ = NB. Using this relation, we

have

∆Sθ =
i

4π

∫
TrG ∧ G − iN

4π

∫
B ∧B

The first term above is an integer multiple of 2π, so we have

∆Sθ = −
iN

4π

∫
B ∧B + 2πiZ

We see that the action isn’t invariant under the shift θ → θ + 2π but, as we’ve seen

in other contexts, what we really care about is eSθ . And this too is not quite invariant,

but shifts by a contact term for B. For this reason, we augment our theta angle action

to become

Sθ =
iθ

8π2

∫
Tr (G −B) ∧ (G −B)− ipN

4π

∫
B ∧B (3.90)

We will ultimately see that p plays the role of a discrete theta angle. First, we note

again that the effect of sending θ → θ + 2π is

p→ p− 1

At first glance, the B ∧B term doesn’t look gauge invariant under shifts B → B + dλ.

But this is misleading: the term is gauge invariant provided that p ∈ Z. Indeed, our

original θ term is manifestly gauge invariant, so this contact term must also be. To see

this explicitly, note that under a gauge transformation, we have

ipN

4π

∫
B ∧B → ipN

4π

∫
B ∧B +

ipN

2π

∫
dλ ∧B +

ipN

4π

∫
dλ ∧ dλ
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Here the 1-form has
∫
dλ ∈ 2πZ which means that the last term is an integer multiple

of 2π. (Actually, for N even this is true, while for N odd it is true only on spin

manifolds.) Meanwhile, using the constraint NB = dV̂ , we also have
∫
B ∈ (2π/N)Z,

so the second term is also an integer multiple of 2π and the partition function is gauge

invariant.

Finally, note that this same integrality constraints means that 1
4π

∫
B∧B ∈ (2π/N2)Z.

This means that the discrete theta angle p in (3.90) can take values

p = 0, 1, . . . , N − 1

As we would expect. The theta angle of the SU(N)/ZN theory will be

θSU(N)/ZN
= 2πp+ θ ∈ [0, 2πN) (3.91)

in agreement with our earlier discussion in Section 2.6.2.

We would next like to see how the discrete theta angle p shifts the electric charge

of ’t Hooft lines. First there is a fairly straightforward, albeit slightly handwaving

argument. If we rewrite

ipN

4π

∫
B ∧B =

ip

4πN

∫
dV̂ ∧ dV̂

then we see that this looks like a standard theta term θ̂ = 2πp/N for V̂ . This will give

electric charge to ’t Hooft lines of V̂ which are, equivalently, the Wilson lines of the

dual gauge field V . These are precisely the operators (3.89) which we identified as the

new emergent ’t Hooft lines of the SU(N)/ZN theory.

There is a more direct way to see this. We can also directly require that Z transforms

under the 1-form gauge symmetry as

Z → Z + pdλ (3.92)

The integrality condition
∫
Z ∈ 2πZ and

∫
dλ ∈ 2πZ is retained if p ∈ Z. This renders

the theory gauge invariant without imposing the constraint dV̂ = NB. With the gauge

transformation on Z, we see immediately that the ’t Hooft lines (3.89) are no longer

gauge invariant, transforming as T [C] → eip
∫
C λT [C]. To compensate, we’re forced to

use the line operators

T̃ [C] = T [C] TrP exp

(
−ip

∫
C

A
)

This is the dyonic line operator, in which the magnetic ’t Hooft line picks up an electric

charge. This is precisely the expected effect of the discrete theta angle.
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3.6.5 A ’t Hooft Anomaly in Time Reversal

It’s been rather a long road to put together all the machinery that we need. But,

finally, we can put these ideas together to tell us something new.

We sketched the main idea at the beginning of this section. We start withG = SU(N)

Yang-Mills which, as we now know, enjoys a ZN global, electric one-form symmetry.

At two special values θ = 0 and θ = π it also enjoys time reversal invariance, as we

reviewed in Section 1.2.5.

Suppose that we work in the theory with θ = 0. If we gauge the ZN one-form

symmetry, then we find ourselves left with the G = SU(N)/ZN Yang-Mills theory, now

with θSU(N)/ZN
= 2πp with p the discrete theta angle that appeared in (3.91). We are

always free to pick p = 0 and we end up with theory which preserves time reversal

invariance.

However, life is different if we sit at θ = π. Now if we gauge the ZN one-form

symmetry, we’re left with the G = SU(N)/ZN Yang-Mills, but now with

θSU(N)/ZN
= (2p+ 1)π

For some p ∈ Z. This theory is time reversal invariant only when θSU(N)/ZN
= 0 and

θSU(N)/ZN
= πN .

Let’s first consider N even. In this case, there is no choice of p ∈ Z for which our

final theory is time reversal invariant. We learn that if we start with θ = π and then

we can gauge the ZN one-form symmetry at the cost of losing time reversal invariance.

In other words, we have a mixed ’t Hooft anomaly between the ZN one-form symmetry

and time reversal.

So what are the consequences? Importantly, this anomaly must be reproduced in the

low-energy physics. At θ = 0, we expect Yang-Mills theory to be in a gapped, boring

phase, with nothing interesting going on beyond the strong coupling scale ΛQCD. But

this cannot also be the case at θ = π: whatever physics occurs there has to account for

the anomaly. There are three options: the first two options are entirely analogous to

our discussion of ’t Hooft chiral anomalies in Section 3.5, but the third is novel:

• Time reversal invariance is spontaneously broken at θ = π. This means that the

theory is gapped, but with two degenerate ground states. There can be domain

walls between these two states.

– 196 –



Note that there is a theorem, due to Vafa and Witten, which says that parity

cannot be spontaneously broken in vector-like gauge theories, but this theorem

explicitly applies only at θ = 0.

• The theory is gapless at θ = π, and the resulting theory reproduces the discrete

’t Hooft anomaly.

• The theory is topological at θ = π. This means that it is gapped, with no low-

energy propagating degrees of freedom, but still has interesting things going on.

One way to probe the subtle behaviour of the theory is to place it on a non-trivial

background manifold. For example, the number of ground states depends on the

topology of the manifold

What about when N is odd? Here it looks as if we are in better shape, because we

can always pick p = (N − 1)/2 to end up with θSU(N)/ZN
= Nπ. This means that,

strictly speaking, there is no ’t Hooft anomaly in this case. However, there is a global

inconsistency, because there is no choice of p which preserves time reversal for both

θ = 0 and θ = π. If we assume that the theory is confining, gapped and boring when

θ = 0 then there is always the possibility that the theory undergoes a first order phase

transition as we vary θ from 0 to π. However, if there is no such phase transition, then

the theory at θ = π must again be non-trivial, in the sense that it falls into one of the

three categories listed above. Thus, in the absence of a first order phase transition,

there is no difference between N even and N odd.

So which of these possibilities occurs? We don’t know for sure, but we can take some

hints from large N . In Section 6.2.5, we will show that when N ≫ 1, the first option

above occurs, and time reversal is spontaneously broken at θ = π. There is a general

expectation that this behaviour persists for most, if not all, N , simply on the grounds

that it appears to be the simplest option.

There is, however, one tantalising possibility for G = SU(2) Yang-Mills. It has been

suggested that the theory at θ = π is actually gapless, and its dynamics is described by

a single U(1) gauge field. We currently have no way to determine whether this phase

is realised, or if time reversal is again spontaneously broken.

3.7 Further Reading

The anomaly is one of the more subtle aspects of quantum field theory. Like much of

the subject, it has its roots in a combination of experimental particle physics, and a

healthy dose of utter confusion.
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The story starts with an attempt to understand the decay of the neutral pion π0 into

two photons. (This story will be told in more detail in Section 5.4.3.) The neutral pion

is uncharged, so does not couple directly to photons. In 1949, Steinberger suggested

that the decay occurs through a loop process, with the SU(2) isospin triplet of pions

πa coupling to the proton and neutron doublet N through the interaction

GπNπ
aN̄aγ5σaN (3.93)

The resulting amplitude gets pretty close to the measured pion decay rate of 10−16 s.

It appeared that all was good.

The trouble came some decades later with the realisation that the pion is a Goldstone

boson. (We will explain this when we discuss chiral symmetry breaking in Section 5.)

This means that couplings of the form (3.93) are not allowed: the pion can have only

derivative couplings. Indeed, one can show that if all the symmetries of the classical

Lagrangian hold, then a genuinely massless pion would be unable to decay into two

photons [190, 198]. The previous success in predicting the decay of the pion suddenly

appeared coincidental.

The anomaly provides the resolution to this puzzle, as first pointed by in 1969 by Bell

and Jackiw [16] (yes, that Bell [15]) and, independently, by Adler [2]. The extension to

non-Abelian gauge groups was made by Bardeen in the same year [12]. (At this point

in time, his dad had only one Nobel prize.)

The gravitational contribution to the chiral anomaly was computed as early as 1972

by Delbourgo and Salam [39]. The fact that anomalies cancel in the Standard Model

was first shown in [82, 21], albeit phrased as avoiding a lack of renormalisability rather

than avoiding a fatal inconsistency. (In fairness, non-renormalisability was thought to

be fatal at the time.)

The first hint that the anomaly was related to something deeper can first be seen in

a proof, by Adler and Bardeen, that it is one-loop exact. But the full picture took some

years to emerge. The relation between instantons and the anomaly was first realised

by ’t Hooft [101], and the connection to the Atiyah-Singer index theorem was made in

[114].

The path integral approach that we described in these lectures is due to Fujikawa

and was developed ten years after the anomaly was first discovered [68, 69]. This was,

perhaps, the first time that properties of the path integral measure were shown to play

an important role in quantum field theory; this has been a major theme since, not least

with Witten’s discovery in 1982 of the SU(2) anomaly [225]
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Excellent reviews of anomalies can be found in lectures by Bilal [18] and Harvey [90].

The idea of a ’t Hooft anomaly as an important constraint on low energy physics was

introduced by ’t Hooft in the lectures [105]; its application to chiral symmetry breaking

will be described in Section 5.6.

Section 3.6 on anomalies in discrete symmetries contains somewhat newer material.

Discrete gauge symmetries have a long history on the lattice and, in the continuum,

were discussed in the a number papers studying geometry through the lens of QFT.

The presentation of BF given here was largely taken from [11] and generalised higher

form symmetries from [70]. The fact that these higher form symmetries can have mixed

anomalies with discrete symmetries, such as time reversal, was described in [71]. (The

theorem which says that time reversal or parity cannot be spontaneously broken at

θ = 0 can be found in [196].) The quantum mechanics analogy of a particle on a circle

is taken from the appendix of [71].
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4. Lattice Gauge Theory

Quantum field theory is hard. Part of the reason for our difficulties can be traced to

the fact that quantum field theory has an infinite number of degrees of freedom. You

may wonder whether things get simpler if we can replace quantum field theory with a

different theory which has a finite, albeit very large, number of degrees of freedom. We

will achieve this by discretizing space (and, as we will see, also time). The result goes

by the name of lattice gauge theory.

There is one, very practical reason for studying lattice gauge theory: with a discrete

version of the theory at hand, we can put it on a computer and study it numerically.

This has been a very successful programme, especially in studying the mass spectrum

of Yang-Mills and QCD, but it is not our main concern here. Instead, we will use lattice

gauge theory to build better intuition for some of the phenomena that we have met in

these lectures, including confinement and some subtle issues regarding anomalies.

There are different ways that we could envisage trying to write down a discrete

theory:

• Discretize space, but not time. We could, for example, replace space with a cubic,

three dimensional lattice. This is known as Hamiltonian lattice gauge theory.

This has the advantage that it preserves the structure of quantum mechanics, so

we can discuss states in a Hilbert space and the way they evolve in (continuous)

time. The resulting quantum lattice models are conceptually similar to the kinds

of things we meet in condensed matter physics. The flip side is that we have

butchered Lorentz invariance and must hope that it emerges at low energies.

This is the approach that we will use when we first introduce fermions in Section

4.3. But, for other fields, we will be even more discrete...

• Discretize spacetime. We might hope to do this in such a way that preserves some

remnant of Lorentz invariance, and so provide a natural discrete approximation

to the path integral.

There are two ways we could go about doing this. First, we could try to construct

a lattice version of Minkowski space. This, it turns out, is a bad. Any lattice

clearly breaks the Lorentz group. However, while a regular lattice will preserve

some discrete remnant of the rotation group SO(3), it preserves no such remnant

of the Lorentz boosts. The difference arises because SO(3) is compact, while

SO(3, 1) is non-compact. This means that if you act on a lattice with SO(3),

you will come back to your starting point after, say, a π rotation. In contrast,
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acting with a Lorentz boost in SO(3, 1) will take you further and further away

from your starting point. The upshot is that lattices in Minkowski space are not

a good idea.

The other option is to work with Euclidean spacetime. Here there is no problem

in writing down a four dimensional lattice that preserves some discrete subgroup

of SO(4). The flip side is that we have lost the essence of quantum mechanics;

there is no Hilbert space, and no concept of entanglement. Instead, we have what

is essentially a statistical mechanics system, with the Euclidean action playing

the role of the free energy. Nonetheless, we can still compute correlation functions

and, from this, extract the spectrum of the theory and we may hope that this is

sufficient for our purposes.

Throughout this section, we will work with a cubic, four-dimensional Euclidean

lattice, with lattice spacing a. We introduce four basis vectors, each of unit length. It

is useful, albeit initially slightly unfamiliar, to denote these as µ̂, with µ = 1, 2, 3, 4. A

point x in our discrete Euclidean spacetime is then restricted to lie on the lattice Γ,

defined by

Γ =
{
x : x =

4∑
µ=1

anµµ̂ , nµ ∈ Z
}

(4.1)

The lattice spacing plays the role of the ultra-violet cut-off in our theory

a =
1

ΛUV

For the lattice to be a good approximation, we will need a to be much smaller than

any other physical length scale in our system.

Because our system no longer has continuous translational symmetry, we can’t in-

voke Noether’s theorem to guarantee conservation of energy and momentum. Instead

we must resort to Bloch’s theorem which guarantees the conservation of “crystal mo-

mentum”, lying in the Brillouin zone, |k| ≤ π/a. (See, for example, the lectures on

Applications of Quantum Mechanics.) Umklapp processes are allowed in which the lat-

tice absorbs momentum, but only in units of 2π/a. This means that provided we focus

on low-momentum processes, k ≪ π/a, we effectively have conservation of momentum

and energy.

(An aside: the discussion above was a little quick. Bloch’s theorem is really a

statement in quantum mechanics in which we have continuous time. It applies directly
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only in the framework of Hamiltonian lattice gauge theory. In the present context, we

really mean that the implications of momentum conservation on correlation functions

will continue to hold in our discrete spacetime lattice, provided that we look at suitably

small momentum.)

4.1 Scalar Fields on the Lattice

To ease our way into the discrete world, we start by considering a real scalar field ϕ(x).

A typical continuum action in Euclidean space takes the form

S =

∫
d4x

1

2
(∂µϕ)

2 + V (ϕ) (4.2)

Our first task is to construct a discrete version of this, in which the degrees of freedom

are

ϕ(x) with x ∈ Γ

This is straightforward. The kinetic terms are replaced by the finite difference

∂µϕ(x) −→
ϕ(x+ aµ̂)− ϕ(x)

a
(4.3)

while the integral over spacetime is replaced by the sum∫
d4x −→ a4

∑
x∈Γ

Our action (4.2) then becomes

S = a4
∑
x∈Γ

1

2

∑
µ

(
ϕ(x+ aµ̂)− ϕ(x)

a

)2

+ V (ϕ(x))

As always, this action sits in the path integral, whose measure is now simply a whole

bunch of ordinary integrals, one for each lattice point:

Z =

∫ ∏
x∈Γ

dϕ(x) e−S

With this machinery, computing correlation functions of any operators reduces to per-

forming a large but (at least for a lattice of finite size) finite number of integrals.
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It’s useful to think about the renormalisation group (RG) in this framework. Suppose

that we start with a potential that takes the form

V (ϕ) =
m2

0

2
ϕ2 +

λ0
4
ϕ4 (4.4)

As usual in quantum field theory, m2
0 and λ0 are the “bare” parameters, appropriate for

physics at the lattice scale. We can follow their fate under RG by performing the kind

of blocking transformation that was introduced in statistical mechanics by Kadanoff.

This is a real space RG procedure in which one integrates out the degrees of freedom

on alternate lattice sites, say all the sites in (4.1) in which one or more nµ is odd.

This then leaves us with a new theory defined on a lattice with spacing 2a. This will

renormalise the parameters in the action. In particular, the mass term will typically

shift to

m2 ∼ m2
0 +

λ0
a2

This is the naturalness issue for scalar fields. If we want to end up with a scalar field

with physical mass m2
phys ≪ 1/a2, then the bare mass must be delicately tuned to be

of order the cut-of, m2
0 ∼ −λ0/a2, so that it cancels the contribution that arises when

performing RG. This makes it rather difficult in practice to put scalar fields on the

lattice. As we will see below, life is somewhat easier for gauge fields and, after jumping

through some hoops, for fermions.

As usual, RG does not leave the potential in the simple, comfortable form (4.4).

Instead it will generate all possible terms consistent with the symmetries of the the-

ory. These include higher terms such as ϕ6 and ϕ8 in the potential, as well as higher

derivative terms such as (∂µϕ∂
µϕ)2. (Here, and below, we use the derivative notation

as shorthand for the lattice finite difference (4.3).) This doesn’t bother us because all

of these terms are irrelevant (in the technical sense) and so don’t affect the low-energy

physics.

However, this raises a concern. The discrete rotational symmetry of the lattice is less

restrictive than the continuous rotational symmetry of R4. This means that RG on the

lattice will generate some terms involving derivatives ∂ϕ that would not arise in the

continuum theory. If these terms are irrelevant then they will not affect the infra-red

physics and we can sleep soundly, safe in the knowledge that the discrete theory will

indeed give a good approximation to the continuum theory at low energies. However, if

any of these new terms are relevant then we’re in trouble: now the low-energy physics

will not coincide with the continuum theory.
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So what are the extra terms that arise from RG on the lattice? They must respect

the Z2 symmetry ϕ→ −ϕ of the original action, which means that they have an even

number of ϕ fields. They must also respect the discrete rotation group that includes,

for example, x1 → x2. This rules out lone terms like (∂1ϕ)
2. The lowest dimension

term involving derivatives that respects these symmetries is

4∑
µ=1

(∂µϕ)
2

But this is, of course, the usual derivative term in the action. The first operator that

is allowed on the lattice but prohibited in the continuum is

4∑
µ=1

ϕ ∂4µ ϕ (4.5)

This has dimension 6, and so is irrelevant. Happily, we learn that the lattice scalar field

theory differs from the continuum only by irrelevant operators. Provided that we fine

tune the mass, we expect the long wavelength physics to well approximate a continuum

theory of a light scalar field.

4.2 Gauge Fields on the Lattice

We now come to Yang-Mills. Our task is write down a discrete theory on the lattice

that reproduces the Yang-Mills action. For concreteness, we will restrict ourselves to

SU(N) gauge theory, with matter in the fundamental representation.

As a first guess, it’s tempting to follow the prescription for the scalar field described

above and introduce four, Lie algebra valued gauge fields Aµ(x), with µ = 1, 2, 3, 4 at

each point x ∈ Γ. This, it turns out, is not the right way to proceed. At an operational

level, it is difficult to implement gauge invariance in such a formalism. But, more

importantly, this approach completely ignores the essence of the gauge field. It misses

the idea of holonomy.

4.2.1 The Wilson Action

Mathematicians refer to the gauge field as a connection. This hints at the fact that

the gauge field is a guide, telling the internal, colour degrees of freedom or a particle

or field how to evolve through parallel transport. The gauge field “connects” these

internal degrees of freedom at one point in space to those in another.
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We saw this idea earlier in Section 2 after introducing the Yang-Mills field. (See Sec-

tion 2.1.3.) Consider a test particle which carries an internal vector degree of freedom

wi, with i = 1, . . . , N . As the particle moves along a path C, from xi to xf , this vector

will evolve through parallel transport

w(τf ) = U [xi, xf ]w(τi)

where the holonomy, or Wilson line, is given by the path ordered exponential

U [xi, xf ] = P exp

(
i

∫ xf

xi

A

)
(4.6)

Note that U [xi, xf ] depends both on the end points, and on the choice of path C.

This is the key idea that we will implement on the lattice. We will not treat the Lie-

algebra valued gauge fields Aµ as the fundamental objects. Instead we will work with

the group-valued Wilson lines U . These Wilson lines are as much about the journey as

the destination: their role is to tell other fields how to evolve. The matter fields live

on the sites of the lattice. In contrast, the Wilson lines live on the links.

Specifically, on the link from lattice site x to x + µ̂, we will introduce a dynamical

variable

link x→ x+ µ̂ : Uµ(x) ∈ G

The fact that the fundamental degrees of freedom are group valued, rather than Lie

algebra valued, plays an important role in lattice gauge theory. It means, for example

that there is an immediate difference between, say, SU(N) and SU(N)/ZN , a distinc-

tion that was rather harder to see in the continuum. We will see other benefits of this

below.

At times we will wish to compare our lattice gauge theory with the more familiar

continuum action. To do this, we need to re-introduce the Aµ gauge fields. These are

related to the lattice degrees of freedom by

Uµ(x) = eiaAµ(x) (4.7)

The placing of the µ subscripts on the left and right hand side of this equation should

make you feel queasy. It looks bad because if one side transforms covariantly un-

der SO(4) rotations, then the other does not. But we don’t want these variables to

transform under continuous symmetries; only discrete ones. This is the source of your

discomfort.
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We will wish to identify configurations related by gauge transformations. In the

continuum, under a gauge transformation Ω(x), the Wilson line (4.6) transforms as

U [xi, xf ;C]→ Ω(xi)U [xi, xf ;C] Ω
†(xf )

We can directly translate this into our lattice. The link variable transforms as

Uµ(x)→ Ω(x)Uµ(x) Ω(x+ µ̂) (4.8)

The next step is to write down an action that is invariant under gauge transformations.

We can achieve this by multiplying together a string of neighbouring Wilson lines, and

then taking the trace. With no dangling ends, this is guaranteed to be gauge invariant.

This is the lattice version of the Wilson loop (2.15) that we met in Section 2.

We can construct a Wilson loop for any closed path C in the

x x+µ

x+ν x+   + νµ

Figure 34:

lattice. When the path goes from the site x to x+ µ̂, we include a

factor of Uµ(x); when the path goes from site x to site x − µ̂, we
include a factor of U †

µ(x + µ̂). The simplest such path is a square

which traverses a single plaquette of the lattice as shown in the

figure. The corresponding Wilson loop is

W□ = trUµ(x)Uν(x+ µ̂)U †
µ(x+ ν̂)U †

ν(x)

To get some intuition for this object, we can write it in terms of the gauge field (4.7). We

will assume that we can Taylor expand the gauge field so that, for example, Aν(x+µ̂) ≈
Aν(x) + a∂µAν(x) + . . .. Then we have

W□ ≈ tr eiaAµ(x) eia(Aν(x)+a∂µAν(x)) e−ia(Aµ(x)+a∂νAµ(x)) e−iaAν(x)

≈ tr eia(Aµ(x)+Aν(x)+a∂µAν(x)+
ia
2
[Aµ(x),Aν(x)]) e−ia(Aν(x)+Aµ(x)+a∂νAµ(x))− ia

2
[Aµ(x),Aν(x)])

where, to go to the second line, we’ve used the BCH formula eAeB = eA+B+ 1
2
[A,B]+....

On both lines we’ve thrown away terms of order a3 in the exponent. Using BCH just

once more, we have

W□ = tr eia
2Fµν(x)+... = tr

(
1 + ia2Fµν −

a4

2
FµνFµν + . . .

)
= −a

2

2
trFµνFµν + . . .

where, as usual, Fµν(x) = ∂µAν(x)−∂νAµ(x)− i[Aµ(x), Aν(x)] and the . . . include both

a constant term and terms higher in order in a2. Note that there is no sum over µ, ν

in this expression; instead these µ, ν indices tell us of the orientation of the plaquette.
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By summing over all possible plaquettes, we get something that reproduces the Yang-

Mills action at leading order. The Wilson loop W□ itself is not real so we need to add

the conjugate W †
□, which is the loop with the opposite orientation. This then gives us

the Wilson action

SWilson = − β

2N

∑
□

(
W□ +W †

□

)
=
a4β

4N

∫
d4x trFµνFµν + . . . (4.9)

where now we are again using summation convention for µ, ν indices. An extra factor of

1/2 has appeared because the sum over plaquettes differs by a factor of 2 from the sum

over µ, ν. It is convention to put a factor of 1/N in front of the action. The coupling

β is related to the continuum Yang-Mills coupling (2.8) by

β

2N
=

1

g2

The Wilson action only coincides with the Yang-Mills action at leading order. Expand-

ing to higher orders in a will give corrections. The next lowest dimension operator

to appear is FµνD2
µFµν . It has dimension 6 and does not correspond to an operator

that respects continuous O(4) rotational symmetry. In this way, it is analogous to the

operator (4.5) that we saw for the scalar field. Happily, it is irrelevant.

The Wilson action is far from unique. For example, we could have chosen to sum over

double plaquettes □□ as opposed to single plaquettes. Expanding these, or any such

Wilson loop, will result in a FµνFµν term simply because this is the lowest dimension,

gauge invariant operator. These Wilson loops differ in the relative coefficients of the

expansion.

For numerical purposes, this lack of uniqueness can be exploited. We could augment

the Wilson action with additional terms corresponding to double, or larger, plaquettes.

This can be done in such a way that the Yang-Mills action survives, but the higher

dimension operators, such as FµνD2
µFµν cancel. This means that the leading higher

derivative terms are even more irrelevant, and helps with numerical convergence. We

won’t pursue this (or, indeed, any numerics) here.

Adding Dynamical Matter

As we mentioned before, matter fields live on the sites of the lattice. Consider a

scalar field ϕ(x) transforming in the fundamental representation of the gauge group.

(Fermions will come with their own issues, which we discuss in Section 4.3.) Under a

gauge transformation we have

ϕ(x)→ Ω(x)ϕ(x)

– 207 –



We can now construct gauge invariant objects by topping and tailing the Wilson line

with particle and anti-particle matter insertions. The simplest example has the particle

and anti-particle separated by just one lattice spacing, ϕ†(x)Uµ(x)ϕ(x + µ̂). More

generally, we can separate the two as much as we like, as the long as the Wilson line

forges a continuous path between them.

To write down a kinetic term for this scalar, we need the covariant version of the

finite difference (4.3). This is given by∫
d4x |Dµϕ(x)|2 −→ a2

∑
(x,µ)

[
2ϕ†(x)ϕ(x)− ϕ†(x)Uµ(x)ϕ(x+ µ̂)− ϕ†(x+ µ̂)U †

µ(x)ϕ(x)
]

In this way, it is straightforward to coupled scalar matter to gauge fields. We won’t have

anything more to say about dynamical matter here, but we’ll return to the question in

Section 4.3 when we discuss fermions on the lattice.

4.2.2 The Haar Measure

To define a quantum field theory, it’s not enough to give the action. We also need to

specify the measure of the path integral.

Of course, usually in quantum field theory we’re fairly lax about this, and the measure

certainly isn’t defined at the level of rigour that would satisfy a mathematician. The

lattice provides us an opportunity to do better, since we have reduced the path integral

to a large number of ordinary integrals. For lattice gauge theory, the appropriate

measure is something like ∏
(x,µ̂)

dUµ(x) (4.10)

so that we integrate over the U ∈ G degree of freedom on each link. The question is:

what does this mean?

Thankfully this is a question that is well understood. We want to define an inte-

gration measure over the group manifold G. We will ask that the measure obeys the

following requirements:

• Left and right invariance. This means that for any function f(U), with U ∈ G,
and for any Ω ∈ G,∫

dU f(U) =

∫
dU f(ΩU) =

∫
dU f(UΩ) (4.11)
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This will ensure that our path integral respects the gauge symmetry (4.8). By a

change of variables, this is equivalent to the requirement that d(UΩ) = d(ΩU) =

dU for all Ω ∈ G.

• Linearity: ∫
dU (αf(U) + βg(U)) = α

∫
dU f(U) + β

∫
dU g(U)

This is something that we take for granted in integration, and we would very

much like to retain it here.

• Normalisation condition: ∫
dU 1 = 1 (4.12)

A difference between gauge theory on the lattice and in the continuum is that the

dynamical degrees of freedom live in the group G, rather than its Lie algebra. The

group manifold is compact, so that
∫
dU 1 just gives the volume of G. There’s

no real meaning to this volume, so we choose to normalise it it to unity.

It turns out that there is a unique measure with these properties. It is known as the

Haar measure.

We won’t need to explicitly construct the Haar measure in what follows, because

the properties above are sufficient to calculate what we’ll need. Nonetheless, it may

be useful to give a sense of where it comes from. We start in a neighbourhood of the

identity. Here we can write any SU(N) group element as

U = eiα
aTa

with T a the generators of the su(N) algebra. In this neighbourhood, the Haar measure

becomes (up to normalisation)∫
dU =

∫
dN

2−1α
√
det γ (4.13)

where γ is the canonical metric on the group manifold,

γab = tr

(
U−1 ∂U

∂αa
U−1 ∂U

∂αb

)
This measure is both left and right invariant in the sense of (4.11), since the group

action corresponds to shifting αa → αa + constant.
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Now suppose that we want to construct the measure in the neighbourhood of any

other point, say U0. We can do this by using the group multiplication to transport the

neighbourhood around the identity to a corresponding neighbourhood around U0. In

this way, we can construct the measure over various patches of the group manifold.

One way to transport the measure from one neighbourhood to another is by right

multiplication. We write

U = eiα
aTa

U0 (4.14)

We then again use the definition (4.13) to define the measure. This measure is left

invariant, satisfying dU = d(ΩU) since multiplying U on the left by Ω corresponds to

shifting αa → αa + constant. In fact, this is the unique left invariant measure.

But is the measure right invariant? If we multiply U on the right then the group

element Ω must make its way past U0 before we can conclude that it shifts αa by a

constant. But Ω and U0 do not necessarily commute. Nonetheless, the measure is

right invariant. This follows from the fact that we have constructed the unique left

invariant measure which means that, if we consider the measure d(UΩ), which is also

left invariant then, by uniqueness, it must be the same as the original. So d(UΩ) = dU .

Integrating over the Group

In what follows, we will need results for some of the simpler integrations.

We start by computing the integral
∫
dU U . Because the measure is both left and

right invariant, we must have ∫
dU U =

∫
dU Ω1UΩ2

for any Ω1 and Ω2 ∈ G. But there’s only one way to achieve this, which is∫
dU U = 0 (4.15)

More generally, we will only get a non-vanishing answer if we integrate objects which

are invariant under G. This will prove to be a powerful constraint, and we’ll discuss it

further below.
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The simplest, non-trivial integral is therefore
∫
dU U †

ijUkl, where we’ve included the

gauge group indices i, j = 1, . . . , N . This must be proportional to an invariant tensor,

and the only option is ∫
dU U †

ijUkl =
1

N
δjkδil (4.16)

To see that the 1/N factor is correct, we can contract the jk indices and reproduce

the normalisation condition (4.12). One further useful integral comes from the baryon

vertex, which gives ∫
dU Ui1j1 . . . UiN jN =

1

N !
ϵi1...iN ϵj1...jN

Elitzur’s Theorem

Let’s now return to our lattice gauge theory. We wish to compute expectation values

of operators O by computing

⟨O⟩ = 1

Z

∫ ∏
(x,µ)

dUµ(x) O e−SWilson

This is simply lots of copies of the group integration defined above. The fact that any

object which transforms under G necessarily vanishes when integrated over the group

manifold has an important consequence for our gauge theory: it ensures that we have

⟨O⟩ = 0

for any operator O that is not gauge invariant. This is known as Elitzur’s theorem.

Note that this statement has nothing to do with confinement. It is just as valid for

electromagnetism as for Yang-Mills, and is a statement about the operators we should

be considering in a gauge theory.

Elitzur’s theorem follows in a straightforward manner from (4.15). To illustrate the

basic idea, we will show how it works for a link variable, O = Uν(y). We want to

compute

⟨Uν(y)⟩ =
1

Z

∫ ∏
(x,µ)

dUµ(x) Uν(y) e
−SWilson

The specific link variable Uν(y) will appear in a bunch of different plaquettes that arise

in the Wilson action. For example, we could focus on the plaquette Wilson loop

W□ = trUν(y)Uρ(y + ν̂)U †
ν(y + ρ̂)U †

ρ(y) (4.17)
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But we know that the measure is invariant under group multiplication of any link

variable. We can therefore make the change of variable

Uρ(y)→ U †
ν(y)Uρ(y) (4.18)

in which case the particular plaquette Wilson loop (4.17) becomes

W□ → trUρ(y + ν̂)U †
ν(y + ρ̂)U †

ρ(y)

and is independent of Uν(y). You might think that this will

y y+

y+ρ

ν

Figure 35:

screw up some other plaquette action, where Uν(y) will reappear.

There are 8 links emanating from the site y, as shown in the

disappointingly 3d figure on the right. You can convince yourself

that if you make the same change of variables (4.18) for each of

them then SWilson no longer depends on the specific link variable

Uν(y). We can then isolate the integral over the link variable

Uν(y), to get

⟨Uν(y)⟩ = other stuff×
∫
dUν(y) Uν(y) = 0

which, as shown, vanishes courtesy of (4.15). This tells us that a single link variable

cannot play the role of an order parameter in lattice gauge theory. But this is something

we expected from our discussion in the continuum.

We see that the Wilson action is rather clever. It’s constructed from link variables

Uν(y), but doesn’t actually depend on them individually. Instead, it depends only on

gauge invariant quantities that we can construct from the link variables. These are the

Wilson loops.

A Comment on Gauge Fixing

The integration measure (4.10) will greatly overcount physical degrees of freedom: it

will integrate over many configurations all of which are identified by gauge transfor-

mations. What do we do about this? The rather wonderful answer is: nothing at

all.

In the continuum, we bend over backwards worrying about gauge fixing. This is

because we are integrating over the Lie algebra and will get a divergence unless we

fix a gauge. But there is no such divergence in the lattice formulation because we are

integrating over the compact group G. Instead, the result of failing to fix the gauge

will simply be a harmless normalisation constant.
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4.2.3 The Strong Coupling Expansion

We now have all the machinery to define the partition function of lattice gauge theory,

Z =

∫ ∏
(x,µ)

dUµ(x) e
−SWilson (4.19)

with SWilson the sum over plaquette Wilson loops,

SWilson = − β

2N

∑
□

(
W□ +W †

□

)
(4.20)

Because we’re in Euclidean spacetime, the parameter β plays the same role as the in-

verse temperature in statistical mechanics. It is related to the bare Yang-Mills coupling

as β = 2N/g2.

We expect this theory to give a good approximation to continuum Yang-Mills when

the lattice spacing a is suitably small. Here “small” is relative to the dynamically

generated scale ΛQCD. Thinking of 1/a as the UV cut-off of the theory, the physical

scale is defined by

ΛQCD =
1

a
e1/2β0g

2

(4.21)

where β0 is the one-loop beta-function which, despite the unfortunate similarity in their

names, has nothing to do with the lattice coupling β that we introduced in the Wilson

action. We calculated the one-loop beta function in Section 2.4 and, importantly,

β0 < 0.

In the expression (4.21), g2 is the bare gauge coupling. We see that we have a

separation of scales between ΛQCD and the cut-off provided our theory is weakly coupled

in the UV,

g2 ≪ 1 ⇔ β ≫ 1

In this case, we expect the lattice gauge theory to closely match the continuum. We

only have to do some integrals. Lots of integrals. I can’t do them. You probably can’t

either. But a computer can.

We could also ask: what happens in the opposite regime, namely

g2 ≫ 1 ⇔ β ≪ 1

It’s not obvious that this regime is of interest. From (4.21), we see that there is

no separation between the physical scale, ΛQCD, and the cut-off scale 1/a, so this is
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unlikely to give us quantitative insight into continuum Yang-Mills. Nonetheless, it does

have one thing going for it: we can actually calculate in this regime! We do this by

expanding the partition function (4.19) in powers of β. This is usually referred to as

the strong coupling expansion; it is analogous to the high temperature expansion in

statistical lattice models. (See the lectures on Statistical Physics for more details of

how this works in the Ising model.)

Confinement

We’ll use the strong coupling expansion to compute the expec-
L

T

Figure 36:

tation value of a large rectangular Wilson loop, W [C],

W [C] =
1

N
tr

P ∏
(x,µ)∈C

Uµ(x)

 (4.22)

Here the factor of 1/N is chosen so that if all the links are

U = 1 then W [C] = 1. We’ll place this loop in a plane of the

lattice as shown in the figure, and give the sides length L and

T . (Each of these must be an integer multiple of a.)

We would like to calculate

⟨W [C]⟩ = 1

Z

∫ ∏
(x,µ)

dUµ(x) W [C] e−SWilson

In the strong coupling expansion, we achieve this by expanding e−SWilson in powers of

β ≪ 1. What is the first power of β that will give a non-zero answer? If a given

link variable U appears in the integrand just once then, as we’ve seen in (4.15), it will

integrate to zero. This means, for example, that the β0 term in the expansion of e−SWilson

will not contribute, since it leaves the each of the links in W [C] unaccompanied.

The first term in the expansion of e−SWilson that will give a non-vanishing answer

must contribute a U † for each link in C. But any U † that appears in the expansion

of SWilson must be part of a plaquette of links. The further links in these plaquettes

must also have companions, and these come from further plaquettes. It is best to

think graphically. The links U of the Wilson loop are shown in red. They must be

compensated by a corresponding U † from SWilson plaquettes; these are shown in blue in

the next figure. The simplest way to make sure that no link is left behind is to tile a

surface bounded by C by plaquettes. We have shown some of these tiles in the figure.

Note that each of the plaquettes W□ must have a particular orientation to cancel the

Wilson loop on the boundary; this orientation then dictates the way further tiles are

laid.
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There are many different surfaces S that we could use to

Figure 37:

tile the interior of C. The simplest is the one that lies in the

same plane as C and covers each lattice plaquette exactly once.

However, there are other surfaces, including those that do not lie

in the plane. We can compute the contribution to ⟨W [C]⟩ from
any given surface S. Only the plaquettes of a specific orientation

in the Wilson action (4.20) will contribute (e.g. W□, but not

W †
□). The beta dependence is therefore(

β

2N

)# of plaquettes

Each link in the surface (including those in the original C) will give rise to an integral

of the form (4.16). This then gives a term of the form(
1

N

)# of links

Finally, for every site on the surface (including those on the original C), we’ll be left

with a summation δijδji = N . This gives a factor of

N# of sites

Including the overall factor of 1/N in the normalisation of the Wilson loop (4.22), we

have the contribution to the Wilson loop

⟨W [C]⟩ = 1

N

(
β

2N

)# of plaquettes(
1

N

)# of links
N# of sites

where we’ve used the fact that Z = 1 at leading order in β. This is the answer for a

general surface. The leading order contribution comes from the minimal, flat surface

which bounds C which has

# of plaquettes =
RT

a2

and

# vertical links =
(R + 1)T

a2
and # horizontal links =

R(T + 1)

a2

and

# sites =
(R + 1)(T + 1)

a2
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The upshot is that the leading order contribution to the Wilson loop is

⟨W [C]⟩ =
(

β

2N2

)RT/a2
1

N2(T+R)

But this is exactly what we expect from a confining theory: it is the long sought area

law (2.75) for the Wilson loop,

⟨W [C]⟩ = 1

N2(R+T )
e−σA

where A = RT is the area of the minimal surface bounded by C and the string tension

σ is given by

σ = − 1

a2
log

(
β

2N2

)
At the next order, this will get corrections of O(β). Note that the string tension is of

order the UV cut-off 1/a, which reminds us that we are not working in a physically

interesting regime. Nonetheless we have demonstrated, for the first time, the promised

area law of Yang-Mills, the diagnostic for confinement.

A particularly jarring way to illustrate that we’re not computing in the continuum

limit is to note that the computation above makes no use of the non-Abelian nature

of the gauge group. We could repeat everything for Maxwell theory, in which the link

variables are U ∈ U(1). Nothing changes. We again find an area law in the strong

coupling regime, indicating the existence of a confining phase.

What are we to make of this? For U(1) gauge theory, there clearly must be a phase

transition as we vary the coupling from β ≪ 1 to β ≫ 1 where we have the free,

continuum Maxwell theory that we know and love. But what about Yang-Mills? We

may hope that there is no phase transition for non-Abelian gauge groups G, so that

the confining phase persists for all values of β. It seems that this hope is likely to be

dashed. At least as far as the string tension is concerned, it appears that there is a

finite radius of convergence around β = 0, and the string tension exhibits an essential

singularity at a finite value of β. It is not known if there is a different path – say by

choosing a different lattice action – which avoids this phase transition.

The Mass Gap

We can also look for the existence of a mass gap in the strong coupling expansion.

Since we’re in Euclidean space, we have neither Hilbert space nor Hamiltonian so we

can’t talk directly about the spectrum. However, we can look at correlation functions

between two far separated objects.
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The objects that we have to hand are the Wilson loops. We take two, parallel

plaquette Wilson loops W□ and W□′ , separated along a lattice axis by distance R. We

expect the correlation function of these Wilson loops to scale as

⟨W□W□′⟩ ∼ e−mR (4.23)

with m the mass of the lightest excitation. If the theory turns out to be gapless, we

will instead find power-law decay.

We can compute this correlation function in the strong coupling expansion. The

argument is the same as that above: to get a non-zero answer, we must form a tube of

plaquettes. The minimum such tube is depicted in the figure, with the source Wilson

loops shown in red, and the tiling from the action shown in blue. (This time we have

not shown the orientation of the Wilson loops to keep the figure uncluttered.) It has

Figure 38:

# of plaquettes =
4R

a

# links =
4(2R + 1)

a

# sites =
4(R + 1)

a

The leading order contribution to the correlation function is therefore

⟨W□W□′⟩ =
(

β

2N2

)4R/a

Comparing to the expected form (4.23), we see that we have a mass gap

m = −4

a
log

(
β

2N2

)
Once again, it’s comforting to see the expected behaviour of Yang-Mills. Once again,

we see the lack of physical realism highlighted in the fact that the mass scale is the

same order of magnitude as the UV cut-off 1/a.
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4.3 Fermions on the Lattice

Finally we turn to fermions. Here things are not so straightforward. The reason is

simple: anomalies.

Even before we attempt any calculations, we can anticipate that things might be

tricky. Lattice gauge theory is a regulated version of quantum field theory. If we work

on a finite, but arbitrarily large lattice, we have a finite number of degrees of freedom.

This means that we are back in the realm of quantum mechanics. There is no room for

the subtleties associated to the chiral anomaly. There is no infinite availability at the

Hilbert hotel.

This means that we’re likely to run into trouble if we try to implement chiral sym-

metry on the lattice or, at the very least, if we attempt to couple gapless fermions to

gauge fields. We might expect even more trouble if we attempt to put chiral gauge

theories on the lattice. In this section, we will see the form that this trouble takes.

4.3.1 Fermions in Two Dimensions

We can build some intuition for the problems ahead by looking at fermions in d = 1+1

dimensions. Here, Dirac spinors are two-component objects. We work with the gamma

matrices

γ0 = σ1 , γ1 = iσ2 , γ3 = −γ0γ1 = σ3

The Dirac fermion then decomposes into chiral fermions χ± as

ψ =

(
ψ+

ψ−

)

In the continuum, the action for a massless fermion is

S =

∫
d2x iψ̄ /∂ψ =

∫
d2x iψ†

+∂−ψ+ + iψ†
−∂+ψ− (4.24)

with ∂± = ∂t ± ∂x. The equations of motion tell us ∂−ψ+ = ∂+ψ− = 0. This means

that ψ+ is a left-moving fermion, while ψ− is a right-moving fermion.

As in Section 3.1, it is useful to think in the language of the Dirac sea. The dispersion

relation E(k) for fermions in the continuum is drawn in the left hand figure. All states

with E < 0 are to be thought of as filled; all states with E > 0 are empty.

– 218 –



- -�
2

�

2

k

-3

-2

-1

1

2

3

E(k)

- -�
2

�

2

k

-1.0

-0.5

0.5

1.0

E(k)

Figure 39: The dispersion relation for a

Dirac fermion in the continuum

Figure 40: A possible deformation to

keep the dispersion periodic in the Bril-

louin zone (with a = 1).

The (blue) line with positive gradient describes the excitations of the right-moving

fermion ψ−: the particles have momentum k > 0 while the filled states have momentum

k < 0 which means that the anti-particles (a.k.a holes) again have momentum k > 0.

Similarly, the (orange) line with negative gradient describes the excitations of the left-

moving fermion ψ+.

The chiral symmetry of the action (4.24) means that the left- and right-handed

fermions are individually conserved. As we have seen Section 3.1, this is no longer the

case in the presence of gauge fields. But, for now, we will consider only free fermions so

the chiral symmetry remains a good symmetry, albeit one that has a ’t Hooft anomaly.

So much for the continuum. What happens if we introduce a lattice? We will start

by keeping time continuous, but making space discrete with lattice spacing a. This is

familiar from condensed matter physics, and we know what happens: the momentum

takes values in the Brillouin zone

k ∈
[
−π
a
,
π

a

)
Importantly, the Brillouin zone is periodic. The momentum k = +π/a is identified

with the momentum k = −π/a.

What does this mean for the dispersion relation? We’ll look at some concrete models

shortly, but first let’s entertain a few possibilities. We require that the dispersion

relation E(k) remains a continuous, smooth function, but now with k ∈ S1 rather than

k ∈ R. This means that the dispersion relation must be deformed in some way.

One obvious possibility is shown in the right hand figure above: we deform the shape

of the dispersion relation so that it is horizontal at the boundary of the Brillouin zone
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Figure 41: The dispersion relation for a

right-handed fermion in the continuum

Figure 42: A possible deformation to

keep the dispersion periodic in the Bril-

louin zone (with a = 1).

|k| = π/a. We then identify the states at k = ±π/a. Although this seems rather mild,

it’s done something drastic to the chiral symmetry. If we take, say, a right-moving

excitation with k > 0 and accelerate it, it will eventually circle the Brillouin zone and

come back as a left-moving excitation. This is shown graphically by the fact that the

blue line connects to the orange line at the edge of the Brillouin zone. (This is similar

to the phenomenon of Bloch oscillations observed in cold atom systems; see the lectures

on Applications of Quantum Mechanics.) Said another way, to get such a dispersion

relation we must include an interaction term between ψ+ and ψ−. This means that,

even without introducing gauge fields, there is no separate conservation of left and

right-moving particles: we have destroyed the chiral symmetry. Note, however, that

we have to excite particles to the maximum energy to see violation of chiral symmetry,

so it presumably survives at low energies.

Suppose that we insist that we wish to preserve chiral symmetry. In fact, suppose

that we try to be bolder and put just a single right-moving fermion ψ+ on a lattice.

We know that the dispersion relation E(k) crosses the E = 0 axis at k = 0, with

dE/dk > 0. But now there’s no other line that it can join. The only option is that

the dispersion relation also crosses the E = 0 at some other point k ̸= 0, now with

dE/dk < 0. An example is shown in right hand figure above. Now the lattice has

an even more dramatic effect: it generates another low energy excitation, this time a

left-mover. We learn that we don’t have a theory of a chiral fermion at all: instead

we have a theory of two Weyl fermions of opposite chirality. Moreover, once again

a right-moving excitation can evolve continuously into a left-moving excitation. This

phenomenon is known as fermion doubling.

You might think that you can simply ignore the high momentum fermion. And, of
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course, in a free theory you essentially can. But as soon as we turn on interactions —

for example, by adding gauge fields — these new fermions can be pair produced just

as easily as the original fermions. This is how the lattice avoids the gauge anomaly: it

creates new fermion species!

More generally, it is clear that the Brillouin zone must house as many gapless left-

moving fermions as right-moving fermions. This is for a simple reason: what goes up,

must come down. This is a precursor to the Nielsen-Ninomiya theorem that we will

discuss in Section 4.3.3

Quantising a Chiral Fermion

Let’s now see how things play out if we proceed in the obvious fashion. The Hamiltonian

for a chiral fermion on a line is

H = ±
∫
dx iψ†

±∂xψ±

The form of the Hamiltonian is the same for both chiralities; only the ± sign out front

determines whether the particle is left- or right-moving. As we will see below, the

requirement that the Hamiltonian is positive definite will ultimately translate this sign

into a choice of vacuum state above which all excitations move in a particular direction.

For concreteness, we’ll work with right-moving fermions ψ−. We discretise this system

in the obvious way: we consider a one-dimensional lattice with sites at x = na, where

n ∈ Z, and take the Hamiltonian to be

H = −a
∑
x∈aZ

iψ†
−(x)

[
ψ−(x+ a)− ψ−(x− a)

2a

]

The Hamiltonian is Hermitian as required. We introduce the usual momentum expan-

sion

ψ−(x) =

∫ +π/a

−π/a

dk

2π
eikx ck

Note that we have momentum modes for both k > 0 and k < 0, even though this is a

purely right-moving fermion. Inserting the mode expansion into the Hamiltonian gives

H =
1

2a

∫ +π/a

−π/a

dk

2π
2 sin(ka) c†kck
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From this we can extract the one-particle dispersion relation by constructing the state

|k⟩ = c†k|0⟩, to find the energy H|k⟩ = E(k)|k⟩, with

E(k) =
1

a
sin(ka)

This gives a dispersion relation of the kind we anticipated above: it has zeros at both

k = 0 and at the edge of the Brillouin zone k = π/a. As promised, we started with a

right-moving fermion but the lattice has birthed a left-moving partner.

Finally, a quick comment on the existence of states with k < 0. The true vacuum is

not |0⟩, but rather |Ω⟩ which has all states with E < 0 filled. This is the Dirac sea or,

Fermi sea since the number of such states are finite. This vacuum obeys ck|Ω⟩ = 0 for

k > 0 and c†k|Ω⟩ = 0 for k < 0. In this way, c†k creates a right-moving particle when

k > 0, and ck creates a right-moving anti-particle with momentum |k| when k < 0.

4.3.2 Fermions in Four Dimensions

A very similar story plays out in d = 3 + 1 dimensions. A Weyl fermion ψ± is a

2-component complex spinor and obeys the equation of motion

∂0ψ± = ±σi∂iψ±

The Hamiltonian for a single Weyl fermion takes the form

H = ±
∫
d3x iψ†

±σ
i∂iψ±

Once again, we wish to write down a discrete version of this Hamiltonian on a cubic

spatial lattice Γ. For concreteness, we’ll work with ψ−. We take the Hamiltonian to be

H = −a3
∑
x∈Γ

iψ−(x)
∑
i=1,2,3

σi

[
ψ−(x+ âi)− ψ−(x− âi)

2a

]

where i = 1, 2, 3 labels the spatial directions. In momentum space, the spinor is

ψ−(x) =

∫
BZ

d3k

(2π)3
eik·x ck

where ck is again a two-component spinor. Here the momentum is integrated over the

Brillouin zone

ki ∈
[
−π
a
,
π

a

)
i = 1, 2, 3
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The Hamiltonian now takes the form

H =
1

2a

∫
BZ

d3k

(2π)3

∑
i=1,2,3

2 sin(kia) c
†
k σ

i ck (4.25)

If we focus on single particle excitations, the spectrum now has two bands, correspond-

ing to a particle and anti-particle, and is given by

E(k) =
1

a

∑
i=1,2,3

sin(kia)σ
i

Close to the origin, k ≪ 1/a, the Hamiltonian looks like that of the continuum fermion,

with dispersion

k

E(k)

Figure 43:

E(k) ≈ k · σ (4.26)

This is referred to as the Dirac cone; it is sketched in the

figure. Note that the bands cross precisely at E = 0 which,

in a relativistic theory, plays the role of the Fermi energy. If

the dispersion relation were to cross anywhere else, we would

have a Fermi surface.

The fact that the Dirac cone corresponds to a right-handed

fermion ψ− shows up only in the overall + sign of the Hamil-

tonian. A left-handed fermion would have a minus sign in front. In fact, our full lattice

Hamiltonian (4.25) has both right- and left-handed fermions since, like the d = 1 + 1

example above, it exhibits fermion doubling. There are gapless modes at momentum

ki = 0 or
π

a

This gives 23 = 8 gapless fermions in total. If we expand the dispersion relation around,

say k1 = (π/a, 0, 0), it looks like

E(k′) ≈ −k′ · σ where k′ = k− k1

which is left-handed. Of the 8 gapless modes, you can check that 4 are right-handed

and 4 are left-handed. We see that, once again, the lattice has generated new gapless

modes. Anything to avoid that anomaly.
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4.3.3 The Nielsen-Ninomiya Theorem

We saw above that a naive attempt to quantise a d = 3 + 1 chiral fermion gives equal

numbers of left and right-handed fermions in the Brillouin zone. The Nielsen-Ninomiya

theorem is the statement that, given certain assumptions, this is always going to be

the case. It is the higher dimensional version of “what goes up must come down”.

The Nielsen-Ninomiya theorem applies to free fermions. We will work in terms of

the one-particle dispersion relation, rather than the many-body Hamiltonian. To begin

with, we consider a dispersion relation for a single Weyl fermion (we will generalise

shortly). In momentum space, the most general Hamiltonian is given by

H = vi(k)σ
i + ϵ(k)12 (4.27)

where k takes values in the Brillouin zone.

In the language of condensed matter physics, this Hamiltonian has two bands, cor-

responding to the fact that each term is a 2× 2 matrix. The first question that we will

ask is: when do the two bands touch? This occurs when each vi(k) = 0 for i = 1, 2, 3.

This is three conditions, and so we expect to generically find solutions at points, rather

than lines, in the Brillouin zone BZ ⊂ R3. Let us suppose that there are D such points,

which we call kα,

vi(kα) = 0 , α = 1, . . . , D

Expanding about any such point, the dispersion relation becomes

H ≈ vij(kα) (k− kα)
jσi with vij =

∂vi
∂kj

This now takes a similar form to (4.26), but with an anisotropic dispersion relation.

The chirality of the fermion is dictated by

chirality = sign det vij(kα) (4.28)

The assumption that the band crossing occurs only at points means that det vij(kα) ̸= 0.

The Nielsen-Ninomiya theorem is the statement that, for any dispersion (4.27) in a

Brillouin zone, there are equal numbers of left- and right-handed fermions.

We offer two proofs of this statement. The first follows from some simple topological

considerations. For k ̸= kα, we can define a unit vector

v̂(k) =
v

|v|
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The key idea is that this unit vector can wind around each of the degenerate points kα.

To see this, surround each such point with a sphere S2
α. Evaluated on these spheres, v̂

provides a map

v̂ : S2
α 7→ S2

But we know that such maps are characterised by Π2(S
2) = Z. Generically, this winding

will take values ±1 only. In non-generic cases, where we have, say, winding +2, we can

perturb the v slightly and the offending degenerate point will split into two points each

with winding +1. This is the situation we will deal with.

This winding {+1,−1} ⊂ Π2(S
2) is precisely the chirality (4.28). One, quick argu-

ment for this is the a spatial inversion will flip both the winding and the sign of the

determinant.

To finish the argument, we need to show that the total winding must vanish. This

follows from the compactness of the Brillouin zone. Here are some words. We could

consider a sphere S2
bigger which encompasses more and more degenerate points. The

winding of around this sphere is equal to the sum of the windings of the S2
α which sit

inside it. By the time we get to a sphere S2
biggest which encompasses all the points, we

can use the compactness of the Brillouin zone to contract the sphere back onto itself

on the other side. The winding around this sphere must, therefore, vanish.

Here are some corresponding equations. The winding number να is given by

να =
1

8π

∫
S2
α

d2Si ϵ
ijkϵabcv̂a

∂v̂b

∂kj
∂v̂c

∂kk
= ±1

We saw this expression previously in (2.89) when discussing ’t Hooft-Polyakov monopoles.

Let us define BZ′ as the Brillouin zone with the balls inside S2
α excised. This means

that the boundary of BZ′ is

∂(BZ′) =
D∑
α=1

S2
α

Note that this is where we’ve used the compactness of the Brillouin zone: there is no

contribution to the boundary from infinity. We can then use Stokes’ theorem to write

D∑
α=1

να =
1

8π

∫
BZ′

d3k
∂

∂ki

(
ϵijkϵabcv̂a

∂v̂b

∂kj
∂v̂c

∂kk

)
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But the bulk integrand is strictly zero,

∂

∂ki

(
ϵijkϵabcv̂a

∂v̂b

∂kj
∂v̂c

∂kk

)
= ϵijkϵabc

∂v̂a

∂ki
∂v̂b

∂kj
∂v̂c

∂kk
= 0

because each of the three vectors ∂v̂a/∂ki, i = 1, 2, 3 is orthogonal to v̂a and so all three

lie must in the same plane. This tells us that

D∑
α=1

να = 0

as promised.

Note that the Nielsen-Ninomiya theorem counts only the points of degeneracy in the

dispersion relation (4.27): it makes no comment about the energy ϵ(kα) of these points.

To get relativistic physics in the continuum, we require that ϵ(kα) = 0. This ensures

that the bands cross precisely at the top of the Dirac sea, and there is no Fermi surface.

This isn’t as finely tuned as it appears and arises naturally if there is one electron per

unit cell; we saw an example of this phenomenon in the lectures on Applications of

Quantum Field Theory when we discussed graphene.

Another Proof of Nielsen-Ninomiya: Berry Phase

There is another viewpoint on the Nielsen-Ninomiya theorem that is useful. This places

the focus on the Hilbert space of states, rather than the dispersion relation itself9.

For each k ∈ BZ, there are two states. As long as k ̸= kα, these have different

energies. In the language of the Dirac sea, the one with lower energy is filled and the

one with higher energy is empty. We focus on the lower energy, filled states which we

refer to as |ψ(k)⟩, k ̸= kα. The Berry connection is a natural U(1) connection on these

filled states, which tells us how to relate their phases for different values of k,

Ai(k) = −i⟨ψ(k)|
∂

∂ki
|ψ(k)⟩

You can find a detailed discussion of Berry phase in both the lectures on Applications

of Quantum Field Theory and the lectures on Quantum Hall Effect. From the Berry

phase, we can define the Berry curvature

Fij =
∂Aj
∂ki
− ∂Ai
∂kj

9This is closely related to the Nobel winning TKKN formula that we discussed the lectures on the

Quantum Hall Effect.
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The Berry curvature for the dispersion relation (4.27) is the simplest example that

we met when we first came across the Berry phase and is discussed in detail in both

previous lectures. The chirality of the gapless fermion can now be expressed in terms of

the curvature F , which has the property that, when integrated around any degenerate

point kα,

να =
1

2π

∫
S2
α

F = ±1

Now we complete the argument in the same way as before. We have

1

2π

∫
BZ′

dF =
1

2π

D∑
α=1

∫
S2
α

F =
D∑
α=1

να = 0

Again, we learn that there are equal numbers of left- and right-handed fermions.

We can extend this proof to systems with multiple bands. Suppose that we have

a system with q bands, of which p are filled. This state of affairs persists apart from

at points kα where the pth band intersects the (p + 1)th. Away from these points, we

denote the filled states as |ψa(k)⟩ with a = 1, . . . p. These states then define a U(p)

Berry connection

(Ai)ba = −i⟨ψa|
∂

∂ki
|ψb⟩

and the associated U(p) field strength

(Fij)ab =
∂(Aj)ab
∂ki

− ∂(Ai)ab
∂kj

− i[Ai,Aj]ab

This time the winding is

να =
1

2π

∫
S2
α

trF

The same argument as above tells us that, again,
∑

α να = 0.

4.3.4 Approaches to Lattice QCD

So far our discussion of fermions has been in the Hamiltonian formulation, where time

remains continuous. The issues that we met above do not disappear when we consider

discrete, Euclidean spacetime. For example, the action for a single massless Dirac

fermion is

S =

∫
d4x iψ̄γµ∂µψ
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The obvious discrete generalisation is

S = a4
∑
x∈Γ

iψ̄(x)
∑
µ

γµ
[
ψ(x+ aµ̂)− ψ(x− aµ̂)

2a

]
(4.29)

Working in momentum space, this becomes

S =
1

a

∫
BZ

d4k

(2π)4
ψ̄−kD(k)ψk (4.30)

with the inverse propagator

D(k) =
∑
µ

γµ sin(kµa) (4.31)

We again see the fermion doubling problem, now in the guise of poles in the propagator

D−1(k) at kµ = 0 and kµ = π/a. Since we have also discretised time, the problem has

become twice as bad: there are now 24 = 16 poles.

The Nielsen-Ninomiya theorem that we met earlier has a direct translation in this

context. It states that it is not possible to write down a D(k) in (4.30) that obeys the

following four conditions,

• D(k) is continuous within the Brillouin zone. This means, in particular, that it

is periodic in k.

• D(k) ≈ γµkµ when k ≪ 1/a, so that the theory looks like a massless Dirac

fermion when the momentum is small.

• D(k) has poles only at k = 0. This is the requirement that there are no fermion

doublers. As we’ve seen, this requirement doesn’t hold if we follow the naive

discretization (4.31).

• {γ5, D(k)} = 0. This is the statement that the theory preserves chiral symmetry.

It is true for our naive approach (4.31), but this suffered from fermionic doublers.

As we will see below, if we try to remove these we necessarily screw with chiral

symmetry. Indeed, we saw a very similar story in Section 4.3.1 when we discussed

fermions in d = 1 + 1 dimensions.

What to make of this? Clearly, we’re not going to be able to simulate chiral gauge

theories using these methods. But what about QCD? This is a non-chiral theory that

involves only Dirac fermions. Even here, we have some difficulty because if we try to

remove the doublers to get the right number of degrees of freedom, then we are going to

break chiral symmetry explicitly. Of course, ultimately chiral symmetry will be broken

by the anomaly anyway, but there’s interesting physics in that anomaly and that’s

going to be hard to see if we’ve killed chiral symmetry from the outset.

– 228 –



What to do? Here are some possible approaches. We will discuss a more innovative

approach in the following section.

SLAC Fermions

We’re going to have to violate one of the requirements of the Nielsen-Ninomiya theorem.

One possibility is to give up on periodicity in the Brillouin zone. Now what goes up

need not necessarily come down. We make the dispersion relation discontinuous at

some high momentum. For example, you could just set D(k) = γµkµ everywhere, and

suffer the discontinuity at the edge of the Brillouin zone. This, it turns out, is bad. A

discontinuity in momentum space corresponds to a breakdown of locality in real space.

The resulting theories are not local quantum field theories. They do not behave in a

nice manner.

Wilson Fermions

As we mentioned above, another possibility is to kill the doublers, at the expense of

breaking chiral symmetry. One way to implement this, first suggested by Wilson, is to

add to the original action (4.30) the term

S = ar

∫
d4x ψ̄ ∂2ψ = a3r

∑
x∈Γ

ψ̄(x)
∑
µ

[
ψ(x+ aµ̂)− 2ψ(x) + ψ(x− aµ̂)

a2

]
In momentum space, this becomes

S =
4r

a2

∫
BZ

d4k

(2π)4
ψ̄−k sin

2

(
kµa

2

)
ψk

and we’re left with the inverse propagator

D(k) = γµ sin(kµa) +
4r

a
sin2

(
kµa

2

)
(4.32)

This now satisfies the first three of the four requirements above, with all the spurious

fermions at kµ = π/a lifted. The resulting dispersion relation is analogous to what

we saw in d = 1 + 1 dimensions. The down side is that we have explicitly broken

chiral symmetry, which can be seen by the lack of gamma matrices in the second term

above. This becomes problematic when we consider interacting fermions, in particular

when we introduce gauge fields. Under RG, we no longer enjoy the protection of chiral

symmetry and expect to generate any terms which were previously prohibited, such

as mass terms ψ̄ψ and dimension 5 operators ψ̄γµγνFµνψ. Each of these must be fine

tuned away, just like the mass of the scalar in Section 4.1.
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Staggered Fermions

The final approach is to embrace the fermion doublers. In fact, as we will see, we don’t

need to embrace all 16 of them; only 4.

To see this, we need to return to the real space formalism. At each lattice site, we

have a 4-component Dirac spinor ψ(x). We denote the position of the lattice site as

x = a(n1, n2, n3, n4), with nµ ∈ Z. We then introduce a new Dirac spinor χ(x), defined

by

ψ(x) = γn1
1 γ

n2
2 γ

n3
3 γ

n4
4 χ(x) (4.33)

In the action (4.29), we have ψ̄(x) γµ ψ(x ± aµ̂). Written in the χ variable, the term

γµ ψ(x± aµ̂) will have two extra powers of γµ compared to ψ̄(x); one from the explicit

γµ out front, and the other coming from the definition (4.33). Since we have (γµ)2 = +1

in Euclidean space, we will find

γµ ψ(x± aµ̂) = (−1)some integerγn1
1 γ

n2
2 γ

n3
3 γ

n4
4 χ(x± aµ̂)

where the integer is determined by commuting various gamma matrices past each other.

But this means that the integrand of the action has terms of the form

ψ̄(x) γµψ(x+ aµ̂) = ηx,µχ̄(x)χ(x+ aµ̂)

where there’s been some more commuting and annihilating of gamma matrices going

on, resulting in the signs

ηx,1 = 1 , ηx,2 = (−1)n1 , ηx,3 = (−1)n1+n2 , ηx,4 = (−1)n1+n2+n3

The upshot is that the transformation (4.33) has diagonalised the action in spinor space.

One can check that this same transformation goes through unscathed if we couple the

fermion to gauge fields. This means that, on the lattice, we have

det(i /D) = det 4(D̂)

for some operator D̂. The operator D̂ still includes contributions from the 16 fermions

dotted around the Brillouin zone, but only one spinor index contribution from each.

We may then take the fourth power and consider det(D̂) by itself. Perhaps surprisingly,

one still finds a relativistic theory in the infra-red, with 4 of the 16 doublers providing

the necessary spinor degrees of freedom.
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Roughly speaking, you can think of the staggered fermions as arising from placing

just a single degree of freedom on each lattice site. After doubling, we have 16 degrees

of freedom living at the origin of momentum space and the corners of the Brillouin

zone. The staggering trick is to recombine these 16 degrees of freedom back into 4

Dirac spinors. The idea that some subset of the fermion doublers may play the role of

spin sounds strange at first glance, but is realised in d = 2+1 dimensions in graphene.

This staggered approach still leaves us with 16/4 = 4 Dirac fermions. At high energy,

these are coupled in a way which is distinct from four flavours in QCD. Nonetheless, it

is thought that, when coupled to gauge fields, the continuum limit coincides with QCD

with four flavours which, in this context, are referred to as tastes. The lattice theory

has a U(1)× U(1) chiral symmetry, less than the U(4)× U(4) chiral symmetry of the

(classical) continuum but still sufficient to prevent the generation of masses. This is a

practical advantage of staggered fermions.

In fact, there are further reasons to be nervous about staggered fermions. As we’ve

seen, the continuum limit results in 4 Dirac fermions. Let’s call them ψαi, where

α = 1, 2, 3, 4 is the spinor index and i = 1, 2, 3, 4 is the taste (flavour) index. However,

these spinor and tase indices appear on the same footing in the lattice: both come from

doubling. This suggests that they will sit on the same footing in the continuum limit.

But that’s rather odd. It means that, upon a Lorentz transformation Λ, the resulting

Dirac spinors will transform as

ψαi → S[Λ] βα S[Λ]
j
i ψβj

with S[Λ] the spinor representation of the Lorentz transformation. (Since we’re in

Euclidean space, it is strictly speaking just the rotation group SO(4).) The first term

S[Λ] βα is the transformation property that we would expect of a spinor, but the second

term S[Λ] ji is very odd, since these are flavour indices. In particular, it means that if

we rotate by 2π, we never see the famous minus sign acting on the staggered fermions.

Instead we get two minus signs, one acting on the two indices, and the resulting object

actually has integer spin!

What’s going on here is that the object ψαi is really a bi-spinor, in the sense that

both α and i are spinor indices. In representation theory language, a Dirac spinor

transforms as (1
2
, 0)⊕ (0, 1

2
). The staggered fermions then transform in

[(1
2
, 0)⊕ (0, 1

2
)]⊗ [(1

2
, 0)⊕ (0, 1

2
)] = 2(0, 0)⊕ 2(1

2
, 1
2
)⊕ (1, 0)⊕ (0, 1)

Here (0, 0) are scalars, (1
2
, 1
2
) is the vector representation, while (1, 0) and (0, 1) are the

self-dual and anti-self-dual representations of 2-forms. In fact, formally, the collection
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of objects on the right can be written as a sum of forms of different degrees,

Φ = ϕ(0) + ϕ(1)
µ dxµ + ϕ(2)

µν dx
µ ∧ dxν + ϕ(3)

µνρdx
µ ∧ dxν ∧ dxρ + ϕ(4)

µνρσdx
µ ∧ dxν ∧ dxρ ∧ dxσ

where Poincaré duality means that the 4-form has the same degrees of freedom as a

scalar and the 3-form the same as a vector. The 16 degrees of freedom that sit in

the staggered fermions ψαi can then be rearranged to sit in Φ. Moreover, the Dirac

equation on ψ has a nice description in terms of these forms; it becomes

(d− ∗d ∗+m)Φ = 0

This is sometimes called a Dirac-Kähler field.

The upshot is that staggered fermions don’t quite give rise to Dirac fermions, but a

slightly more exotic object constructed in terms of forms. Nonetheless, this doesn’t stop

people using them in an attempt to simulate QCD, largely because of the numerical

advantage that they bring. Given the discussion above, one might be concerned that

this is not quite a legal thing to do and it is, in fact, simulating a different theory.

This is not the only difficulty with staggered fermions. The four tastes necessarily

have the same mass meaning that, the problems above notwithstanding, staggered

fermions do not allow us to get close to a realistic QCD theory, where the masses of

the four lightest quarks are very different. To evade this issue, one sometimes attempts

to simulate a single quark by taking yet another fourth-root, det 1/4(D̂). It seems clear

that this does not result in a local quantum field theory. Arguments have raged about

how evil this procedure really is.

4.4 Towards Chiral Fermions on the Lattice

A wise man once said that, when deciding what to work on, you should first evaluate

the importance of the problem and then divide by the number of people who are

already working on it. By this criterion, the problem of putting chiral fermions on the

lattice ranks highly. There is currently no fully satisfactory way of evading the Nielsen-

Ninomiya theorem. This means that there is no way to put the Standard Model on a

lattice.

On a practical level, this is not a particularly pressing problem. It is the weak sector

of the Standard Model which is chiral, and here perturbative methods work perfectly

well. In contrast, the strong coupling sector of QCD is a vector-like theory and this is

where most effort on the lattice has gone. However, on a philosophical level, the lack of

lattice regularisation is rather disturbing. People will bang on endlessly about whether
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or not we live “the matrix’”, seemingly unaware that there are serious obstacles to

writing down a discrete version of the known laws of physics, obstacles which, to date,

no one has overcome.

In this section, I will sketch some of the most promising ideas for how to put chiral

fermions on a lattice. None of them quite works out in full – yet – but may well do in

the future.

4.4.1 Domain Wall Fermions

Our first approach has its roots in the continuum, which allows us to explain much of

the basic idea without invoking the lattice. We start by working in d = 4+1 dimensions.

The fifth dimension will be singled out in what follows, and we refer to it as x5 = y.

In d = 4 + 1, the Dirac fermion has four components. The novelty is that we endow

the fermion with a spatially dependent mass, m(y)

i /∂ψ + iγ5∂yψ −m(y)ψ = 0 (4.34)

where we pick the boundary conditions

m(y)→ ±M as y → ±∞

with M > 0. We will take the profile m(y) to be

y

m(y)

Figure 44:

monotonic, with m(y) = 0 only at y = 0. A typical

form of the mass profile is shown in the figure. Pro-

files of this kind often arise when we solve equations

which interpolate between two degenerate vacua. In

that context, they are referred to as domain walls

and we’ll keep the same terminology, even though we

have chosen m(y) by hand.

The fermion excitation spectrum includes a contin-

uum of scattering states with energies E ≥M which can exist asymptotically in the y

direction. At these energies, physics is very much five dimensional. But there are also

states with E < M which are bound to the wall. If we restrict to these energies then

physics is essentially four dimensional. In this sense, the mass M can be thought of as

an unconventional cut-off for the four dimensional theory on the wall.
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In the chiral basis of gamma matrices,

γ0 =

(
0 1

1 0

)
, γi =

(
0 σi

−σi 0

)
, i = 1, 2, 3 , γ5 =

(
i 0

0 −i

)
where the factors of i in γ5 reflect the fact that we’re working in signature (+,−,−,−,−).
The Dirac equation becomes

i∂0ψ− + iσi∂iψ− − ∂5ψ+ = m(y)ψ+

i∂0ψ+ − iσi∂iψ+ + ∂5ψ− = m(y)ψ−

where ψ = (ψ+, ψ−)
T . There is one rather special solution to these equations,

ψ+(x, y) = exp

(
−
∫ y

dy′ m(y′)

)
χ+(x) and ψ−(x, y) = 0

The profile is supported only in the vicinity of the domain wall; it dies off exponentially

∼ e−M |y| as y → ±∞. Importantly, there is no corresponding solution for ψ−, since

the profile must be of the form exp
(
+
∫
dy′m(y′)

)
which now diverges exponentially in

both directions.

The two-component spinor χ+(x) obeys the equation for a right-handedWeyl fermion,

∂0χ+ − σiχ+ = 0

We see that we can naturally localise chiral fermions on domain walls. The existence

of this mode, known as a fermion zero mode, does not depend on any of the detailed

properties of m(y). We met a similar object in Section 3.3.4 when discussing the

topological insulator.

This is interesting. Our original 5d theory had no hint of any chiral symmetry. But,

at low-energies, we find an emergent chiral fermion and an emergent chiral symmetry.

Implications for the Lattice

So far, our discussion in this section has taken place in the continuum. How does it

help us in our quest to put chiral fermions on the lattice?

The idea to apply domain wall fermions to lattice gauge theory is due to Kaplan.

At first sight, this doesn’t seem to buy us very much: a straightforward discretisation

of the Dirac equation (4.34) shows that the domain wall does nothing to get rid of the

doublers: in Euclidean space there are now 24 right-handed fermions χ+, with the new

modes sitting at the corners of the Brillouin zone as usual. Moreover, on the lattice

one also finds a further 24 left-moving fermions χ−. This brings us right back to a

vector-like theory, with 24 Dirac fermions.
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However, the outlook is brighter when we add a 5dWilson term (4.32) to the problem.

By a tuning the coefficient to lie within a certain range, we can not only remove all of

the 16 left-handed fermions χ−, but we can remove 15 of the 16 right-handed fermions.

This leaves us with just a single right-handed Dirac fermion localised on the domain

wall.

It is surprising that the Wilson term (4.32) can remove an odd number of gapless

fermions from the spectrum since everything we learned up until now suggests that

gapless modes can only be removed in pairs. But we have something new here, which

is the existence of the infinite fifth dimension. This gives a novel mechanism by which

zero modes can disappear: they can become non-normalisable.

There is an alternative way to view this. Suppose that we make the fifth direction

compact. Then the domain wall must be accompanied by an anti-domain wall that

sits at some distance L. While the domain wall houses a right-handed zero mode, the

anti-domain wall has a left-handed zero mode. Now Nielsen-Ninomiya is obeyed, but

the two fermions are sequestered on their respective walls, with any chiral symmetry

breaking interaction suppressed by e−L/a.

I will not present that analysis that leads to the conclusions above. But we will

address a number of questions that this raises. First, what happens if we couple the

chiral mode on the domain wall to a gauge field? Second, how has the single chiral

mode evaded the Nielsen-Ninomiya theorem?

4.4.2 Anomaly Inflow

We have seen that a domain wall in d = 4 + 1 dimension naturally localises a chiral

d = 3 + 1 fermion. This may make us nervous: what happens if we now couple the

system to gauge fields?

At low energies, the only degree of freedom is the zero mode on the domain wall, so

we might think it makes sense to restrict our attention to this. (We’ll see shortly that

things are actually a little more subtle.) Let us introduce a U(1) gauge field everywhere

in d = 4+1 dimensional spacetime, under which the original Dirac fermion ψ has charge

+1.

We haven’t yet discussed gauge theories in d = 4 = 1 dimensions, although we’ll

learn a few things below. The first statement we’ll need is that there are no chiral

anomalies in odd spacetime dimensions. This is because there is no analog of γ5. We

might, therefore, expect that a U(1) gauge theory coupled to a single Dirac fermion is

consistent in d = 4 + 1 dimensions. We will revisit this expectation shortly.

– 235 –



However, from a low energy perspective we seem to be in trouble, because there is

a single massless chiral fermion χ+ on the domain wall which has charge +1 under

the gauge field. The fact that the gauge field extends in one extra dimension does not

stop the anomaly which is now restricted to the region of the domain wall. Under the

assumption that the zero mode is restricted to the y = 0 slice, the anomaly (3.34) for

the gauge current

∂µj
µ =

1

32π2
ϵµνρσFµνFρσ δ(y) (4.35)

It is a factor of 1/2 smaller than the chiral anomaly for a Dirac fermion because we

have just a single Weyl fermion. This is bad: if the U(1) gauge field is dynamical then

this is precisely the form of gauge anomaly that we cannot tolerate. Indeed, as we saw

in (3.33), under a gauge transformation Aµ → Aµ + ∂µω(x, y), the measure for the 4d

chiral fermion will transform as∫
DχDχ̄ −→

∫
DχDχ̄ exp

(
− i

32π2

∫
d4x ω(x; 0) ϵµνρσFµνFρσ

)
(4.36)

Fortunately, there is another phenomenon which will save us. Let’s return to d = 4+1

dimensions. Far from the domain wall, the fermion is massive and we can happily

integrate it out. You might think that as m → ∞, the fermion simply decouples

from the dynamics. But that doesn’t happen in odd spacetime dimensions. Instead,

integrating out a massive fermions generates a term that is proportional to sign(m),

SCS = − k

24π2

∫
d5x ϵµνρσλAµ ∂νAρ ∂σAλ (4.37)

with

k =
1

2

m

|m|

This is a Chern-Simons term and k is referred to as the level. We will discuss the

corresponding term in d = 2+ 1 dimensions in some detail in Section 8.4. We will also

perform the analogous one-loop calculation in Section 8.5 and show how the Chern-

Simons term, proportional to the sign of the mass, is generated when a Dirac fermion

is integrated out. The calculation necessary to generate (4.37) is entirely analogous.

Under a gauge transformation Aµ → Aµ + ∂µω, the Chern-Simons action (4.37)

transforms as

δSCS = − k

24π2

∫
d5x ∂µ

(
ϵµνρσλω∂νAρ ∂σAλ

)
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This is a total derivative. Under most circumstances, we can simply throw this away.

But there are some circumstances when we cannot, and the presence of a domain wall

is one such an example. We take the thin wall limit, in which we approximate

m

|m|
=

{
−1 y < 0

+1 y > 0

Since the level is now spatially dependent, we should put it inside the integral. After

some integration by parts, we then find that the change of the Chern-Simons term is

then

δSCS = − 3

24π2

∫
d5x

m

2|m|
∂y (ωϵ

µνρσ∂µAν ∂ρAσ)

= +
1

8π2

∫
d5x δ(y)ωϵµνρσ∂µAν ∂ρAσ

We see that this precisely cancels the gauge transformation that comes from the chiral

fermion (4.36). A very similar situation occurs in the integer quantum Hall effect,

where a 2d chiral fermion on the boundary compensates the lack of gauge invariance

of a d = 2+1 dimensional Chern-Simons theory in the bulk. This was described in the

lectures on the Quantum Hall Effect.

We learn that the total theory is gauge invariant, but only after we combine two

subtle effects. In particular, the anomalous current (4.35) on the domain wall is real.

A low energy observer, living on the wall, would see that the number of fermions is

not conserved in the presence of an electric and magnetic field. But, for a higher

dimensional observer there is no mystery. The current is generated in the bulk (strictly

speaking, at infinity) by the Chern-Simons term,

Jµ =
δSCS[A]

δAµ
= − 1

32π2

m

|m|
ϵµνρσλFνρFσλ

The current is conserved in the bulk, but has a non-vanishing divergence on the domain

wall where it is cancelled by the anomaly. This mechanism is referred to as anomaly

inflow.

There is one final subtlety. I mentioned above that the five-dimensional Maxwell

theory coupled to a single Dirac fermion is consistent. This is not quite true. Even in

the absence of a domain wall, one can show that the 5d Chern-Simons (4.37) theory

is invariant under large gauge transformations only if we take k ∈ Z. (We’ll explain

why this is for 3d Chern-Simons theories in Section 8.4.) But integrating out a massive
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fermion gives rise to a half-integer k rather than integer. In other words, even in the

absence of a domain wall the 5d theory is not quite gauge invariant. This doesn’t

invalidate our discussion above; we can simply need to add a bare Chern-Simons term

with level k = 1/2 so that, after integrating out the massive fermion, the effective level

is k = 1 when y > 0 and k = 0 when y < 0. (This discussion is slightly inaccurate:

we’ll have more to say on these issues in Section 8.5.)

4.4.3 The Ginsparg-Wilson Relation

We have not yet addressed exactly how the domain wall fermion evades the Nielsen-

Ninomiya theorem. Here we explain the loophole. The idea that follows is more general

than the domain wall, and goes by the name of overlap fermions.

Rather than jump straight to the case of a Weyl fermion, let’s first go back and think

about a Dirac fermion. We take the action in momentum space to be

S =
1

a

∫
BZ

d4k

(2π)4
ψ̄−kD(k)ψk

for some choice of inverse propagator D(k). As explained in Section 4.3.4, the Nielsen-

Ninomiya theorem can be cast as four criterion which cannot all be simultaneously

satisfied byD(k). One of these is the requirement that the theory has a chiral symmetry,

in the guise of

{γ5, D(k)} = 0

The key idea is to relax this constraint, but relax it in a very particular way. We will

instead require

{γ5, D(k)} = aD γ5D (4.38)

This is the Ginsparg-Wilson relation. Note the presence of the lattice spacing a on the

right-hand-side. This means that in the continuum limit, which is naively a → 0, we

expect to restore chiral symmetry.

In fact, the Ginsparg-Wilson relation ensures that a chiral symmetry exists at all

scales. However, it’s rather different from the chiral symmetry that we’re used to. It’s

simple to check that the action is invariant under

δψ = iγ5
(
1− a

2
D
)
ψ , δψ̄ = iψ̄

(
1− a

2
D
)
γ5 (4.39)

These transformation rules have the strange property that the amount a fermion is

rotated depends on its momentum. In real space, this means that the symmetry does

not act in the same way on all points of the lattice. In the language of condensed

matter physics, it is not an onsite symmetry. This will cause us a headache shortly.
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So the Ginsparg-Wilson relation (4.38) is sufficient to guarantee a chiral symmetry,

albeit an unconventional one. The next, obvious question is: what form of D obeys

this relation? It’s perhaps simplest to give a solution in the continuum, where a = 1/M

is simply interpreted as some high mass scale. You can check that, in real (Euclidean)

space, the following operator obeys the Ginsparg-Wilson relation,

D =
1

a

(
1− 1− a /∂√

1− a2∂2

)
⇒ D(k) =

1

a

(
1− 1− i/k√

1 + a2k2

)
(4.40)

This is the overlap operator. It obeys the Hermiticity property D† = γ5Dγ5. At low

momenta, a∂ ≪ 1, we reproduce the usual Dirac operator,

D = /∂ + . . .

At high momentum, things look stranger. In particular, the derivatives in the denom-

inator mean that this operator is non-local. However, it’s not very non-local, and can

be shown to fall off exponentially at large distances.

The Ginsparg-Wilson relation relies only on the gamma matrix structure of the

operator (4.40). This means that we can also write down operators on the lattice,

simply by replacing /∂ by the operator appropriate for, say, Wilson fermions (4.32).

Moreover, we can couple our fermions to gauge fields simply by replacing /∂ with /D, or

its lattice equivalent.

Next, we can try to use this chiral symmetry to restrict the Dirac fermion to an

analog a Weyl fermion. Usually this is achieved by using the projection operators

P± =
1

2

(
1± γ5

)
For overlap fermions, we need a different projection operator. This is

P̂± =
1

2

(
1± γ5(1− aD)

)
You can check that this obey P 2

± = P± and P±P∓ = 0, using the Ginsparg-Wilson

relation (4.38). To write down the theory in terms of chiral fermions, we actually need

both projection operators: the action can be expressed as

S =
1

a

∫
BZ

d4k

(2π)4
ψ̄−k(P+ + P−)D(k) (P̂+ + P̂−)ψk

=
1

a

∫
BZ

d4k

(2π)4

[
ψ̄−kP+D(k) P̂+ ψk + ψ̄−kP−D(k) P̂− ψk

]
Throwing away one of these terms can then be thought of as a chiral fermion. It can be

shown that if one writes down a strict 4d action for the domain wall fermion, it takes

a form similar to that above.
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It seems like we have orchestrated a way to put a chiral fermion on the lattice, albeit

with a number of concessions forced upon us by the strange Ginsparg-Wilson relation.

So what’s the catch? The problem comes because, although the action is invariant

under (4.39), the measure is not. The measure for a Dirac fermion transforms as

δ
[
Dψ̄Dψ

]
= Dψ̄Dψ Tr

[
iγ5
(
1− a

2
D
)
+ i
(
1− a

2
D
)
γ5
]

= Dψ̄Dψ Tr
[
−iaγ5D

]
This now smells like the way the anomaly shows up in the continuum. Except here,

the lack of invariance shows up even before we couple to gauge fields. If we also include

gauge fields, and project onto a chiral fermions, then we run into trouble. In general,

the measure will not be gauge invariant. This, of course, is the usual story of anomalies.

However, now life has become more complicated, in large part because of the non-onsite

nature of the chiral transformation. What we would like to show is that the measure

remains gauge invariant if and only if the matter coupling does not suffer a gauge

anomaly. This was studied in some detail by Lüscher. The current state of the art is

that this technique can be shown to be consistent for Abelian, chiral gauge theories,

but open questions remain in the more interesting non-Abelian case.

4.4.4 Other Approaches

There is one final assumption of the Nielsen-Ninomiya theorem that we could try to

leverage in an attempt to put chiral fermions on the lattice: this is the assumption

that the fermions are free, so that we can talk in terms of a one-particle dispersion

relation. One might wonder if it’s possible to turn on some interactions to lift collections

of gapless fermions in a manner consistent with ’t Hooft anomalies, while preserving

symmetries which you might naively have thought should be broken. There has been

a large body of work on this topic, which now goes by the name of symmetric mass

generation, starting with Eichten and Preskill. It’s interesting.

4.5 Further Reading

Kenneth Wilson is one of the more important figures in the development of quantum

field theory. His work in the early 1970s on the renormalisation group, largely driven

by the need to understand second order phase transitions in statistical physics, had

an immediate impact on particle physics. The older ideas of renormalisation, due to

Schwinger, Tomonaga, Feynman and Dyson, appeared to be little better than sweeping

infinites under the carpet. Viewed through Wilson’s new lens, it was realised that these

infinities are telling us something deep about the way Nature appears on different length

scales.
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Wilson’s pioneering 1974 paper on lattice gauge theory showed how to discretize a

gauge theory, and demonstrated the existence of confinement in the strong coupling

regime [214]. He worked only with U(1) gauge group, although this was quickly gener-

alised to a large number of non-Abelian gauge theories [8]. The Hamiltonian approach

to lattice gauge theory was developed soon after by Kogut and Susskind [124].

In fact, Wilson was not the first the to construct a lattice gauge theory. A few years

earlier, Wegner described a lattice construction of what we now appreciate as Z2 gauge

theory [201]. The lattice continued to play a prominent role in many subsequent con-

ceptual developments of quantum field theory, not least because such a (Hamiltonian)

lattice really exists in condensed matter physics. Elitzur’s theorem was proven in [52].

Wilson’s original lattice gauge theory paper does not mention that a discrete version

of the theory lends itself to numerical simulation, but this was surely on his mind.

He later used numerical renormalisation group techniques [215] to solve the Kondo

problem – a sea of electrons interacting with a spin impurity — which also exhibits

asymptotic freedom [125]. It wasn’t until the late 1970s that people thought seriously

about simulating Yang-Mills on the lattice. The first Monte Carlo simulation of four

dimensional Yang-Mills was performed by Creutz in 1980 [33].

More details on the basics of lattice gauge theory can be found in the book by Creutz

[34] or the review by Guy Moore [138].

Fermions on the Lattice

Wilson introduced his approach to fermions, giving mass to the doublers at the corners

of the Brillouin zone, in Erice lectures in 1975. To my knowledge, this has never been

published. Other approaches soon followed: the discontinuous SLAC derivative in [48],

and the staggered approach in [124]. The general problem of putting fermions on the

lattice was later elaborated upon by Susskind [188]. The “rooting” trick, to reduce

the number of staggered fermions, is prominently used in lattice simulations, but its

validity remains controversial: see [180, 35] for arguments.

The idea that placing fermions on the lattice is a deep, rather than irritating, problem

is brought into sharp focus by the theorem of Nielsen and Ninomiya [146, 147].

The story of domain wall fermions has its origins firmly in the continuum. Jackiw

and Rebbi were the first to realise that domain walls house chiral fermions [111], a result

which now underlies the classification of certain topological insulators. The interaction

of these fermions with gauge fields was studied by Callan and Harvey who introduced
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the idea of anomaly inflow [25]. The fact that this continuum story can be realised in

the lattice setting was emphasised by David Kaplan [117].

In a parallel development, the Ginsparg-Wilson relation was introduced in [73] in a

paper that sat unnoticed for many years. Maybe it would have helped if the authors

were more famous. The first (and, to date, only) solution to this relation was discov-

ered by Neuberger [143, 144], and the resulting exact chiral symmetry on the lattice

was shown by Lüscher [126]. The relationship between domain wall fermions and the

Ginsparg-Wilson relation was shown in [121].

The idea that strong coupling effects could lift the fermion doublers, in a way consis-

tent with (’t Hooft) anomalies, was first suggested by Eichten and Preskill [51]. This

subject has had a renaissance of late, starting with the pioneering work of Fidkowski

and Kitaev on interacting 1d topological insulators [58, 59]. They show that Majorana

zero modes can be lifted, preserving a particular time reversal symmetry, only in groups

of 8. There are more conjectural extensions to higher dimensions where, again, it is

thought that only specific numbers of fermions can be gapped together. In d = 3 + 1,

the conjecture is that Weyl fermions can become gapped in groups of 16; the fact that

the Standard Model (with a right-handed neutrino) has 16n Weyl fermions has not

escaped attention [202, 233].

The lectures by Witten on topological phases of matter include a clear discussion of

the Nielsen-Ninomiya theorem [229]. Excellent reviews on the issues surrounding chiral

fermions on the lattice have been written by Lüscher [127] and Kaplan [118].
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5. Chiral Symmetry Breaking

In this section, we discuss the following class of theories: SU(Nc) gauge theory coupled

to Nf Dirac fermions, each transforming in the fundamental representation of the the

gauge group. A particularly important member of this class is QCD, the theory of the

strong nuclear interactions, and we will consider this specific theory in some detail in

Section 5.4. Furthermore, throughout this section we will adopt various terminology of

QCD. For example, we will refer to the fermions throughout as quarks.

It turns out that the most startling physics occurs when we take the fermions to

be massless. For this reason, we will start our discussion with this case, and delay

consideration of massive fermions to Section 5.2.3. The Lagrangian of the theory is

L = − 1

2g2
TrFµνF

µν +

Nf∑
i=1

iψ̄i /Dψi (5.1)

where /Dψ = /∂ψ − iγµAµψ. Here i = 1, . . . , Nf labels the species of quark and is

sometimes referred to as a flavour index. (Note that ψ also carries a colour index that

runs from 1 to Nc and is suppressed in the expressions above.)

Much of what we have to say below will follow from the global symmetries of the

theory (5.1). Indeed, the theory has a rather large symmetry group which is only

manifest when we decompose the fermionic kinetic terms into into left-handed and

right-handed parts

Nf∑
i=1

iψ̄i /Dψi =

Nf∑
i=1

iψ†
+iσ̄

µDµψ+i + iψ†
−iσ

µDµψ−i

Written in this way, we see that the classical Lagrangian has the symmetry

GF = U(Nf )L × U(Nf )R

which acts as

U(Nf )L : ψ−i 7→ Lijψ−j and U(Nf )R : ψ+i 7→ Rijψ+j (5.2)

where both L and R are both Nf ×Nf unitary matrices. As we will see in some detail

below, in the quantum theory different parts of this symmetry group suffer different

fates.
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Perhaps the least interesting is the overall U(1)V , under which both ψ− and ψ+

transform in the same way: ψ±,i → eiαψ±,i. This symmetry survives and the associated

conserved quantity counts the number of quark particles of either handedness. In the

context of QCD, this is referred to as baryon number.

The other Abelian symmetry is the axial symmetry, U(1)A. Under this, the left-

handed and right-handed fermions transform with an opposite phase: ψ±,i → e±iβψ±,i.

We already saw the fate of this symmetry in Section 3.1 where we learned that it suffers

an anomaly.

This means that the global symmetry group of the quantum theory is

GF = U(1)V × SU(Nf )L × SU(Nf )R (5.3)

In this section, our interest lies in what becomes of the two non-Abelian symmetries.

These act as (5.2), but where L and R are now each elements of SU(Nf ) rather than

U(Nf ).

5.1 The Quark Condensate

As we’ve seen in Section 2.4, the dynamics of our theory depends on the values of Nf

and Nc. For low enough Nf , we expect that the low-energy physics will be dominated

by two logically independent phenomena. We have met the first of these phenomena

already: confinement. In this section, we will explore the second of these phenomena:

the formation of a quark condensate.

The quark condensate – also known as a chiral condensate – is a vacuum expectation

value of the composite operators ψ̄−i(x)ψ+j(x). (As usual in quantum field theory, one

has to regulate coincident operators of this type to remove any UV divergences). It

turns out that the strong coupling dynamics of non-Abelian gauge theories gives rise

to an expectation value of the form

⟨ψ̄−iψ+j⟩ = −σδij (5.4)

Here σ is a constant which has dimension of [Mass]3 because a free fermion in d = 3+1

has dimension [ψ] = 3
2
. (An aside: in Section 2 we referred to the string tension as σ;

it’s not the same object that appears here.) The only dimensionful parameter in our

theory is the strong coupling scale ΛQCD, so we expect that parameterically σ ∼ Λ3
QCD,

although they may differ by some order 1 number.
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There are a couple of obvious questions that we can ask.

• Why does this condensate form?

• What are the consequences of this condensate?

The first of these questions is, like many things in strongly coupled gauge theories,

rather difficult to answer with any level of precision, and a complete understanding is

still lacking. In what follows, we will give some heuristic arguments. In contrast, the

second question turns out to be surprisingly straightforward to answer, because it is

determined entirely by symmetry. We will explore this in Section 5.2.

Why Does the Quark Condensate Form?

The existence of a quark condensate (5.4) is telling us that the vacuum of space is

populated by quark-anti-quark pairs. This is analogous to what happens in a super-

conductor, where pairs of electron condense.

In a superconductor, the instability to formation of an electron condensate is a result

of the existence of a Fermi surface, together with a weak attractive force mediated by

phonons. In the vacuum of space, however, things are not so easy. The formation of

a quark condensate does not occur in weakly coupled theory. Indeed, this follows on

dimensional grounds because, as we mentioned above, the only relevant scale in the

game is ΛQCD

To gain some intuition for why a condensate might form, let’s look at what happens

at weak coupling g2 ≪ 1. Here we can work perturbatively and see how the gluons

change the quark Hamiltonian. There are two, qualitatively different effects. The first

is the kind that we already met in Section 2.5.1; a tree level exchange of gluons gives

rise to a force between quarks. This takes the form

∆H1 = g2

[
+ +

]

As we saw in Section 2.5.1, the upshot of these diagrams is to provide a repulsive

force between two quarks in the symmetric channel, and an attractive force in the anti-

symmetric channel. Similarly, a quark-anti-quark pair attract when they form a colour

singlet and repel when they form a colour adjoint.
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The second term is more interesting for us. The relevant diagrams take the form

∆H2 = g2

 + +


The novelty of these terms is that they they provide matrix elements which mix the

empty vacuum with a state containing a quark-anti-quark pair. In doing so, they

change the total number of quarks + anti-quarks;

The existence of the quark condensate (5.4) is telling us that, in the strong coupling

regime, terms like ∆H2 dominate. The resulting ground state has an indefinite number

of quark-anti-quark pairs. It is perhaps surprising that we can have a vacuum filled

with quark-anti-quark pairs while still preserving Lorentz invariance. To do this, the

quark pairs must have opposite quantum numbers for both momentum and angular

momentum. Furthermore, we expect the condensate to form in the attractive colour

singlet channel, rather than the repulsive adjoint.

The handwaving remarks above fall well short of demonstrating the existence the

quark condensate. So how do we know that it actually forms? Historically, it was

first realised from experimental considerations since it explains the spectrum of light

mesons; we will describe this in some detail in Section 5.4. At the theoretical level, the

most compelling argument comes from numerical simulations on the lattice. However,

a full analytic calculation of the condensate is not yet possible. (For what it’s worth,

the situation is somewhat better in certain supersymmetric non-Abelian gauge theories

where one has more control over the dynamics and objects like quark condensates can

be computed exactly.) Finally, there is a beautiful, but rather indirect, argument which

tells us that the condensate (5.4) must form whenever the theory confines. We will give

this argument in Section 5.6.

5.1.1 Symmetry Breaking

Although the condensate (5.4) preserves the Lorentz invariance of the vacuum, it does

not preserve all the global symmetries of the theory. To see this, we can act with a

chiral SU(Nf )L × SU(Nf )R rotation, given by

ψ−i 7→ Lijψ−j and ψ+i 7→ Rijψ+j

The ground state of the our theory is not invariant. Instead, the condensate transforms

as

⟨ψ̄−iψ+j⟩ 7→ σ(L†R)ij
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This is an example of spontaneous symmetry breaking which, in the present context,

is known as chiral symmetry breaking (sometimes shortened to χSB). We see that the

condensate remains untouched only when L = R. This tells us that the symmetry

breaking pattern is

GF = U(1)V × SU(Nf )L × SU(Nf )R → U(1)V × SU(Nf )V (5.5)

where SU(Nf )V is the diagonal subgroup of SU(Nf )L×SU(Nf )R. The purpose of this

chapter is to explore the consequences of this symmetry breaking. As we will see, the

consequences are astonishingly far-reaching.

Other Symmetry Breaking Patterns

Throughout this chapter, we will only discuss the symmetry breaking pattern (5.5),

since this is what is observed in QCD. But before we move on, it’s worth briefly men-

tioning that other gauge theories can exhibit different symmetry breaking patterns.

For example, consider a SO(N) gauge theory coupled to a Nf Dirac fermions in the

N -dimensional vector representation. In contrast to the SU(N) gauge theory described

above, the vector representation of SO(N) is real. This means that we can equivalently

describe the system as having 2Nf Weyl fermions, each of which transform in the same

vector representation. Correspondingly, the global symmetry group of this theory is

GF = SU(2Nf )

A chiral condensate of the form (5.4) will spontaneously break

GF = SU(2Nf ) → O(2Nf )

Symmetry breaking patterns of this type are typical for fermions in real representations

of the gauge group.

The other representative symmetry breaking pattern occurs for Sp(N) gauge groups,

again coupled to Nf Dirac fermions in the fundamental (2N -dimensional) representa-

tion. This representation is pseudo-real; if you take the complex conjugate you can

turn it back into the original representation through the use of an anti-symmetric in-

variant tensor Jab. (A familiar example is SU(2) ≡ Sp(1) where you can turn a 2

representation into a 2̄ representation by multiplying by the ϵab invariant tensor.) This

meanst that, once again, the global symmetry group is GF = SU(2Nf ). However, this

time when the chiral condensate (5.4) forms, it spontaneously breaks

GF = SU(2NF ) → Sp(Nf )

Symmetry breaking patterns of this type are typical for fermions in pseudo-real repre-

sentations.
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5.2 The Chiral Lagrangian

The existence of a spontaneously broken symmetry (5.5) immediately implies a whole

slew of interesting phenomena. First, the vacuum of our theory is not unique. Instead,

there is a manifold of vacua, parameterised by the condensate

⟨ψ̄−iψ+j⟩ = −σ Uij

where U ∈ SU(Nf ). Next, Goldstone’s theorem tells us that there are massless particles

in the spectrum. These are bound states of the original quarks, but are now best

thought of as long-wavelength ripples of the condensate, where it’s value now varies in

space and time: U = U(x). Note that there are N2
f − 1 such Goldstone bosons, one for

each broken generator in (5.5). We parameterise these excitations by writing

U(x) = exp

(
2i

fπ
π(x)

)
with π(x) = πa(x)T a (5.6)

Here π(x) is valued in the Lie algebra su(Nf ). The matrices T aij are the generators of

the su(Nf ) and the component fields πa(x), labelled by a = 1, . . . , N2
f are called pions.

(As we explain in Section 5.4, these are named after certain mesons in QCD.)

We have also introduced a dimensionful constant fπ in the definition (5.6). For

now, this ensures that the pions have canonical dimensions for scalar fields in four

dimensions. It is sometimes called the pion decay constant, although this name makes

very little sense in our current theory because the pions are stable, massless excitations

and don’t decay. We’ll see where the name comes from in Section 5.4.3 when we discuss

how these ideas manifest themselves in the Standard Model.

The Low-Energy Effective Action

We would now like to understand the dynamics of the massless Goldstone modes. As we

will see, at low-energies, the form of this action is entirely determined by the symmetries

of the theory.

To proceed, we want to construct a theory of the Goldstone modes U . We will

require that our theory is invariant under the full symmetry global chiral symmetry

GF = U(1)V × SU(Nf )L × SU(Nf )R, under which

U(x)→ L†U(x)R

What kind of terms can we add to the action consistent with this symmetry? The

obvious term, trU †U = 1 because U ∈ SU(Nf ), and so cannot appear in the action.
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(Here the trace is over the Nf flavour indices). Happily, this is consistent with the fact

that U is a massless Goldstone field and it means that we need to look for terms which

depend on the spacetime derivatives, ∂µU . There are, of course, many such terms.

However, our interest is in the low-energy dynamics which, since we have only massless

particles, is the same thing as the long-wavelength physics. This means that the most

important terms are those with the fewest derivatives.

The upshot of these arguments is that the low-energy effective Lagrangian can be

written as a derivative expansion. The leading term has two derivatives. At first glance,

it looks as if there are three different candidates:

(trU †∂µU)
2 , tr (∂µU †∂µU) , tr (U †∂µU)

2

However the first term vanishes because U †∂U is an su(N) generator and, hence, trace-

less. Furthermore, we can use the fact that U †∂U = −(∂U †)U to write the third term

in terms of the second. This means that, at leading order, there is unique action that

describes the dynamics of pions,

L2 =
f 2
π

4
tr (∂µU † ∂µU) (5.7)

This is the chiral Lagrangian. Although the Lagrangian is very simple, this is not a

free theory because U is valued in SU(Nf ). In fact, this is an example of an important

class of scalar field theories in which the fields are coordinates on some manifold which,

in the present case, is the group manifold SU(Nf ). Theories of this type are called

non-linear sigma models and arise in many different areas of physics.

Historically, the chiral Lagrangian was the first example of a non-linear sigma model,

first introduced by Gell-Mann and Lévy in 1960. The origin of the name “sigma-model”

is rather strange: the “sigma-particle” is a particular meson in QCD which, it turns

out, is the one particle that is not captured by the sigma-model! We will explain this

a little more in Section 5.4.

For now, the fact that U is valued in SU(Nf ) has a rather straightforward conse-

quence: it means that we cannot set U = 0. Indeed, our sigma-model describes a

degeneracy of ground states, but in each of them U ̸= 0. This ensures that the chiral

Lagrangian spontaneously breaks the SU(Nf )L × SU(Nf )R symmetry, as it must.

5.2.1 Pion Scattering

The beauty of the chiral Lagrangian is that it contains an infinite number of interaction

terms, packaged in a simple form by the demands of symmetry. To see these interactions
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more explictly, we rewrite the chiral Lagrangian in terms of the pion fields defined in

(5.6). Keeping only terms quadratic and quartic, the chiral Lagrangian L2 becomes

L2 = tr (∂π)2 − 2

3f 2
π

tr
(
π2(∂π)2 − (π∂π)2

)
+ . . . (5.8)

Note that if we use trT aT b = 1
2
δab for su(Nf ) generators, then the kinetic term has the

standard normalisation for each pion field: tr (∂π)2 = 1
2
∂µπa∂µπ

a.

An Example: Nf = 2

For concreteness, we work with Nf = 2 and take the su(2) generators to be proportional

to the Pauli matrices: T a = 1
2
σa. The interaction terms then read

Lint = −
1

6f 2
π

(
πaπa∂πb∂πb − πa∂πaπb∂πb

)
From this we can read off the tree-level ππ → ππ scattering amplitude using the

techniques that we described in the Quantum Field Theory lectures. We label the two

incoming momenta as pa and pb and the two outgoing momenta as pc and pd. The

amplitude is

iAabcd = i

6f 2
π

[
δabδcd

(
4(pa · pb + pc · pd) + 2(pa · pc + pa · pd + pb · pc + pb · pd)

)
+ (b↔ c) + (b↔ d)

]
Momentum conservation, pa + pb = pc + pd, ensures that some of these terms cancel.

This is perhaps simplest to see using Mandelstam variables which, because all particles

are massless, are defined as

s = (pa + pb)
2 = 2pa · pb = 2pc · pd

t = (pa − pc)2 = −2pa · pc = −2pb · pd
u = (pa − pd)2 = −2pa · pd = −2pb · pc

Using the relation s+ t+ u = 0, the amplitude takes the particularly simple form,

iAabcd = i

f 2
π

[
δabδcds+ δacδbdt+ δadδbcu

]
Above we have worked at tree level, keeping only the two-derivative terms. We can try

to improve our results in two ways: we can include higher derivative terms in the chiral

Lagrangian, and we can try to calculate diagrams at one-loop level and higher.
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At the next order in the derivative expansion, there are three independent terms.

We have L = L2 + L4 with

L4 = a1
(
tr ∂µU † ∂µU

)2
+ a2

(
tr ∂µU

† ∂νU
) (

tr ∂µU † ∂νU
)

+a3tr
(
∂µU

† ∂µU∂νU
† ∂νU

)
(5.9)

Here ai are dimensionless coupling constants. These terms will provide corrections to

pion-pion scattering that are suppressed at low energy by powers of E/fπ

Next: loops. The chiral Lagrangian (5.7) is non-renormalisable which means that

we need an infinite number of counterterms to regulate divergences. However, this

shouldn’t be viewed as any kind of obstacle; the theory is designed only to make sense

up to a UV cut-off of order fπ. As long as we restrict our attention to low-energies, the

theory is fully predictive.

In fact, there is a slightly more interesting story here which I will not describe in

detail. If you compute the one-loop correction to pion scattering from L2, you will find

that it scales as p4 log p2. The presence of the logarithm means that this term cannot

be generated by a tree graph from higher order terms in the chiral Lagrangian and,

indeed, at low-energies is enhanced relative to the contributions from L4.

Furthermore, it turn out that there is a term more important than L4 that we’ve

missed. This is known as the Wess-Zumino-Witten term. It doesn’t contribute to pion

scattering, so we can neglect it for the purposes above. However, it plays a key role in

the overall structure of the theory. We will discuss this term in detail in Section 5.5.

5.2.2 Currents

We started our discussion with the microscopic non-Abelian gauge theory (5.1) and

have ended up, at low-energies, with a very different looking theory (5.7). In general,

it is useful to know how operators in the UV get mapped to operators in the IR. There

is one class of operators for which this map is particularly straightforward: these are

the currents associated to the SU(Nf )L × SU(Nf )R chiral symmetry.

In the microscopic theory, the flavour currents are written most simply in terms of

the vector and axial combinations: JaV µ = JaLµ + JaRµ and JaAµ = JaLµ − JaRµ, with the

familiar expressions

JaV µ = ψ̄iT
a
ijγµψj and JaAµ = ψ̄iT

a
ijγµγ

5ψj (5.10)

where T aij are su(Nf ) generators. What are the analogous expressions in the chiral

Lagrangian?
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To answer this, let’s start with SU(Nf )L. Consider the infinitesimal transformation

L = eiα
aTa ≈ 1 + iαaT a

Under this U → L†U so, infinitesimally,

δLU = −iαaT aU

We can now compute the current using the standard trick: elevate αa → αa(x). The

Lagrangian is no longer invariant, but now transforms as δL = ∂µα
aJaLµ; the function

JaLµ is the current that we’re looking for. Implementing this, we find

JaLµ =
if 2
π

4
tr
(
U †T a∂µU − (∂µU

†)T aU
)

(5.11)

We can also expand this in pion fields (5.6). To leading order we have simply

JaLµ ≈ −
fπ
2
∂µπ

a

Similarly, under SU(Nf )R, we have δU = iαaUT a and

JaRµ =
if 2
π

4

(
− T aU †∂µU + (∂µU

†)UT a
)
≈ +

fπ
2
∂µπ

a (5.12)

Note that both currents have non-vanishing matrix elements between the vacuum |0⟩
and a one-particle pion state |πa(p)⟩. For example

⟨0|JaLµ(x)|πb(p)⟩ = −i
fπ
2
δab pµe

−ix·p (5.13)

Historically, the approach to chiral symmetry breaking was known as current algebra,

and this equation plays a starring role. It is telling us that the chiral SU(Nf )L ×
SU(Nf )R is spontaneously broken, and acting on the vacuum gives rise to the particles

that we call pions.

Although the chiral symmetry is broken, the diagonal combination SU(Nf )V sur-

vives, and

⟨0|JaV µ|πb⟩ = ⟨0|JaLµ + JaRµ|πb⟩ = 0

5.2.3 Adding Masses

Our discussion so far has been for massless quarks. We now consider the effect of

turning on masses. The Lagrangian is:

L = − 1

2g2
TrFµνF

µν +

Nf∑
i=1

(
iψ̄i /Dψi −miψ̄iψi

)
If the masses are large compared to ΛQCD, then the quarks play no role in the low-

energy physics. Here we will be interested in the situation where the masses are small,

mi ≪ ΛQCD.
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It is a a general rule – and a deep fact about quantum field theory – that turning

on a mass for fermions always breaks some global symmetry. In the present case, the

masses explicitly break the chiral symmetry. If all the masses are equal, then there

remains a non-Abelian U(Nf )V flavour symmetry. In contrast, if all the masses are

different, we have only the Cartan subalgebra U(1)Nf .

In the previous section, we saw that we can derive powerful statements about the

low-energy physics due to the spontaneous breaking of the chiral symmetry. Now

this symmetry is explicitly broken by the masses themselves, but all is not lost. For

mi ≪ ΛQCD, we still have an approximate chiral symmetry. The quark condensate is

still associated to the scale ΛQCD, and the masses give only a small correction. This

means that we can still write

⟨ψ̄−iψ+j⟩ ≈ −σ Uij

with U ∈ SU(Nf ). We can then incorporate the masses in the chiral Lagrangian by

introducing the Nf ×Nf mass matrix,

M = diag(m1, . . . ,mNf
)

In the presence of masses, the leading order chiral Lagrangian is

L2 =

∫
d4x

f 2
π

4
tr (∂µU † ∂µU) +

σ

2
tr
(
MU + U †M †)

This lifts the vacuum manifold of the theory. It can be thought of as adding a potential

to the SU(Nf ) vacuum moduli space, resulting in a unique ground state. To see the

effect in terms of pion fields, we can again expand U = e2iπ/fπ , to find

L2 = tr (∂π)2 − σ

f 2
π

tr(M +M †)π2 + . . . (5.14)

and we see that we get a mass term for the pions as expected.

5.3 Miraculously, Baryons

The purpose of the chiral Lagrangian is to describe the low-energy dynamics of pions.

These are the massless Goldstone bosons that arise after spontaneous symmetry break-

ing which, in terms of the original quarks take the schematic form ψ̄iψj. These particles

are all neutral under the U(1)V vector symmetry.
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There are also bound states of quarks which carry quantum numbers under U(1)V .

These are the baryons that arise by contracting the a = 1, . . . , Nc colour indices.

Schematically these take the form

ϵa1...aNc
ψa1i1 . . . ψ

aNc
iNc

(5.15)

where we have neglected the spinor indices. The baryons are bosons when Nc is even

and fermions when Nc is odd. With our normalisation, they have charge +Nc under the

vector symmetry U(1)V . Often one rescales the charges of the quarks to have U(1)V
charge 1/Nc so that the baryon has charge +1; this re-scaled symmetry is then referred

to simply as baryon number.

Assuming that our theory confines, the baryons are expected to have mass ∼ ΛQCD.

Nonetheless, they are the lightest particles carrying U(1)V charge and so are stable.

There is no reason to expect that the chiral Lagrangian knows anything about the

baryons. Indeed, to construct the chiral Lagrangian we intentionally threw out all but

the massless excitations. It is therefore something of a wonderful surprise to learn that

the baryons do arise in the chiral Lagrangian: they are solitons.

The Topological Charge

Let’s first show that the chiral Lagrangian has a hidden conserved current. Static field

configurations in the chiral Lagrangian are described by a map from spatial R3 to the

group manifold SU(Nf ). If we insist that the field asymptote to the same vacuum state

asymptotically so, for example,

U(x)→ 1 as |x| → ∞

then we effectively compactify R3 to S3. Now static configurations can be thought of

as a map

U(x) : S3 7→ SU(Nf )

Such configurations are characterised by their winding

Π3(SU(Nf )) = Z

This winding number — which we denote by B ∈ Z — is computed by the integral

B =
1

24π2

∫
d3x ϵijktr (U

†(∂iU)U
†(∂jU)U

† ∂kU) (5.16)
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In fact, we can go further and write down a local current

Bµ =
1

24π2
ϵµνρσtr (U †(∂νU)U

†(∂ρU)U
† ∂σU)

which obeys ∂µB
µ = 0 by virtue of the anti-symmetric tensor. The winding number is

then given by B =
∫
d3x B0.

It is natural to search for an interpretation of this conserved current Bµ, it terms

of the microscopic theory. The only candidate is U(1)V , strongly suggesting that we

should identify Bµ with the baryon number current and, correspondingly, the solitons

with baryons. This appears to be magic. We tried to throw away everything that

wasn’t massless. But if you treat the pions correctly, the baryons reappear as solitons.

A First Attempt at Solutions

What do these soliton solutions look like? Let’s start with the two-derivative chiral

Lagrangian. The associated energy functional for static field configurations is

E =
f 2
π

4

∫
d3x tr ∂iU

† · ∂iU

where now i = 1, 2, 3 runs over spatial indices only. Solutions to the equations of

motion are minima (or, more generally, saddle points) of this energy functional. A

simple scaling argument tell us that these don’t exist. To see this, consider a putative

solution U⋆(x) with energy E⋆. Then the new configuration Uλ(x) = U⋆(λx) has energy

Eλ =
f 2
π

4

∫
d3x tr ∂iU

†
⋆(λx) · ∂iU⋆(λx) =

1

λ
E⋆

We see that we can always lower the energy of any configurations simply by rescaling

its size. This simple observation — which goes by the name of Derrick’s theorem —

means that although the chiral Lagrangian has the topology to support solitons, no

static solutions exist. The reason for this is that the classical theory is scale invariant

so there is nothing to set the size of the soliton. (The only dimensionful quantity, fπ,

multiplies the whole action and so doesn’t affect the classical equations of motion).

5.3.1 The Skyrme Model

The situation improves when we include higher derivative terms. These will scale

differently with λ, and may result in a minimum of the energy functional.
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We saw previously that there are three possible terms with four derivatives (5.9),

L4 = a1
(
tr ∂µU † ∂µU

)2
+ a2

(
tr ∂µU

† ∂νU
) (

tr ∂µU † ∂νU
)

+a3tr
(
∂µU

† ∂µU∂νU
† ∂νU

)
and we expect that the effective action contains all three terms with some choice of

coefficients a1, a2 and a3. However, it turns out to be much easier to discuss solitons if

we take a particular linear combination of these terms. We take the effective action to

be

L =
f 2
π

4
tr
(
∂µU †∂µU

)
+

1

32g2
tr
(
[U †∂µU,U †∂νU ][U †∂µU,U

†∂νU ]
)

This is called the Skyrme model.

There is no first-principles justification for this particular 4-derivative term although

it’s worth mentioning that it is the unique term which contains no more than two

time derivatives, making it more straightforward to interpret the classical equations of

motion. Here g2 is a dimensionless coupling constant that will ultimately determine

the scale of the soliton relative to fπ.

To simplify our notation, we introduce the su(Nf )L current.

Lµ = U †∂µU

After massaging the four-derivative terms, you can check that the static energy can be

written as

E =
f 2
π

4

∫
d3x tr

(
LiL

†
i −

1

4g2f 2
π

(ϵijkLiLj)(ϵlmkL
†
lL

†
m)

)
We now use the Bogomolnyi trick that we already employed in Section 2 for instantons,

vortices and monopoles: we write the energy functional as a total square,

E =
f 2
π

4

∫
d3x tr

∣∣∣∣Li ∓ 1

2gfπ
ϵijkLjLk

∣∣∣∣2 ± fπ
4g

∫
d3x ϵijkLiLjLk

The first term is clearly positive definite. But the second term is something that we’ve

seen before: it is the topological winding (5.16) that we identified with the baryon

number B. We learn that the energy is bounded below by the baryon number

E ≥ 6π2fπ
g
|B| (5.17)

This now looks more promising: the energy of multiple baryons grows at least linearly

with B. Soliton configurations with non-trivial winding are called Skyrmions and are

identified with baryons in the theory.
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5.3.2 Skyrmions

Let’s see what Skyrmion solutions look like. The usual way to proceed with bounds

like (5.17) is to try to saturate them. For B > −0, this occurs when the fields obey the

first order differential equation

Li =
1

2gfπ
ϵijkLjLk (5.18)

While this is usually a sensible approach, it turns out that it doesn’t help in the present

case. One can show that there are no solutions to (5.18). Instead, we must turn to the

full, second order, equations of motion and solve

∂µL
µ =

1

4f 2
πg

2
∂µ[Lν , [L

µ, Lν ]] (5.19)

We will solve this for the simplest case of

Nf = 2

Here, the target space = group manifold SU(2) = S3. For a single Skyrmion, the field

U(x) must wrap once around the S3 target space as we move around the spatial R3.

This is achieved by the so-called hedgehog ansatz,

USkyrme(x) = exp (if(r)σ · x̂) = cos f(r) + iσ · x̂ sin f(r) (5.20)

This field configuration has winding number B = 1 if we pick the function f(r) to have

boundary conditions

f(r)→

{
0 at r = 0

π as r →∞

The equation of motion (5.19) then becomes an ordinary differential equation on f(r),

(r2 + 2 sin2 f)f ′′ + 2rf ′ + sin 2f f
′2 − sin 2f − sin2 f sin 2f = 0

which can be solved numerically; it is a monotonically increasing function whose exact

form is not needed for our purposes. The energy of this solution turns out to be about

25% higher than the bound (5.17).

Our Skyrme model is built around symmetries. For Nf = 2, the symmetry group

is SU(2)L × SU(2)R, but if we insist (as we did above) that the field tends towards

its vacuum value asymptotically, U(x) → 1, then it leaves us only with the diagonal
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SU(2)V as a global symmetry. Including the group of spatial rotations, we have the

symmetry group

SU(2)rot × SU(2)V (5.21)

The single Skyrmion (5.20) is not invariant under either of these SU(2) groups sepa-

rately. However, it is invariant under the diagonal SU(2) which acts simultaneously as

a spatial and flavour rotation.

The subgroup of (5.21) which acts non-trivially on the Skyrmion solution (5.20)

can be used to generate new solutions. These are trivially related to the original,

and just change its embedding in the target space. Nonetheless, they have important

consequences. After quantisation, they endow the Skyrmion with quantum numbers

under SU(2)V . For example, one can show that the simplest Skyrmion described above

sits in a doublet of SU(2)V . In QCD, viewed as having two light quarks, this is

interpreted as the proton and neutron.

The Skyrme model has spawned a mini-industry, and there is much more to say

about its quantisation, and its utility in describing both nucleons and higher nuclei.

We won’t say this here.

There, however, is one important aspect of Skyrmions that we have not yet under-

stood: their quantum statistics. Since the baryon (5.15) contains Nc quarks, we would

hope that the Skyrmion is a boson when Nc is even and a fermion when Nc is odd.

Yet, so far, the chiral Lagrangian knows nothing about the number of colours Nc. It

turns out that we have missed a rather subtle term in the effective action, known as

the Wess-Zumino-Witten term. This will be introduced in section 5.5, and in section

5.5.3 will see that it indeed makes the Skyrmion fermionic or bosonic depending on the

number of colours Nc.

5.4 QCD

Until now, we have kept our discussion general. However, there is one example of the

class of theories that we have been discussing whose importance dwarves all others.

This is QCD, the theory of the strong nuclear interaction.

QCD is an SU(3) gauge theory coupled to Nf = 6 Dirac fermions that we call quarks.

However, for many questions concerning the low-energy behaviour of the theory, only

two — or sometimes three – of these quarks are important. To see why, we need to

look at their masses. (I’ve included their electromagnetic charge Q for convenience)
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Quark Charge Mass (in MeV)

d = down -1/3 4

u = up +2/3 2

s = strange -1/3 95

c = charm +2/3 1250

b = bottom -1/3 4200

t = top +2/3 170,000

Note that the up quark is lighter than the down, an inversion of the hierarchy relative to

the other two generations. We can compare these quark masses to the strong coupling

scale,

ΛQCD ≈ 300 MeV

We see that the masses of the two lightest quarks mu,md ≪ ΛQCD while the strange

quark has mass ms < ΛQCD, although there is not a large separation of scales. Mean-

while, the other three quarks are clearly substantially heavier than ΛQCD and play no

role in the low-energy physics. This means that, for many purposes we can consider

QCD to have Nf = 3 quarks while, for some purposes, we may want to take Nf = 2.

When we take Nf = 3, we have several different SU(3) groups floating around. The

gauge group is SU(3) and the global symmetry group is SU(3)L × SU(3)R, which is

spontaneously broken down to SU(3)V by the chiral condensate. In this section, it is

these global symmetries that are of interest.

The global flavour symmetries are not exact because they are broken explicitly by

the quark masses. The fact that mu ≈ md means that the SU(2)V ⊂ SU(3)V subgroup

which rotates only up and down quarks is a rather better symmetry of Nature than

the full SU(3)V . This approximate SU(2)V symmetry was first noticed by Heisenberg

in 1932 and is called isospin.

Confinement of quarks means that the particles we observe are either mesons (com-

prising a quark + anti-quark) or baryons (comprising three quarks). These excitations

must arrange themselves in representations of the unbroken symmetries of the theory.

As we noted, the global symmetries are not exact due to the different quark masses

but, as we describe below, are nonetheless visible in the observed spectrum. The fact

that mesons and baryons arrange themselves into approximate multiplets of SU(3)V
was first noticed by Gell-Mann, who referred to this classification as the eightfold way.
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Meson Quark Content Mass (in MeV) Lifetime (in s)

Pion π+ ud̄ 140 10−8

Pion π0 1√
2
(uū− dd̄) 135 10−16

Eta η 1√
6
(uū+ dd̄− 2ss̄) 548 10−19

Eta Prime η′ 1√
3
(uū+ dd̄+ ss̄) 958 10−21

Kaon K+ us̄ 494 10−8

Kaon K0 ds̄ 498 10−8 − 10−11

5.4.1 Mesons

Many hundreds of mesons are observed in Nature10. A simple model of a meson views

it as a bound state of a quark and an anti-quark, or some linear combination of these

states. . Each quark is a fermion, so mesons are bosons and, as such, have integer spin.

Here we will describe some of the lightest mesons with spin 0 and 1, containing only

up, down and strange quarks.

Let’s start with the spin 0 mesons. These are all pseudoscalars, with parity −1.
A number of these have masses that are lighter or comparable to the proton (which

weighs in at 938 MeV). These are shown in the table above.

The ± and 0 superscripts tell us the electromagnetic charge of the meson. The

charged mesons, π+ and K+ both have anti-particles, π− and K− respectively. The

neutral mesons π0, η and η′ are all their own anti-particles; each is described by a

real scalar field. Finally, the neutral K0 is described by a complex scalar field and its

anti-particle is denoted K̄0. The list therefore contains, in total, nine different particles

+ anti-particles.

All mesons are unstable, decaying via the weak force. We will describe this briefly in

Section 5.4.3 but, for now, our interest lies in understanding how these mesons arise in

the first place. In particular, we would like to understand why this particular pattern

of masses emerges.

First, an obvious comment: the masses of the mesons are not equal to the sum of

the masses of their constituent quarks! This gets to the heart of what it means to be

a strongly coupled quantum field theory. The mesons – and, indeed the baryons – are

complicated objects, consisting of a bubbling sea of gluons, quarks and anti-quarks.

This is what gives mesons and baryons mass, and also makes these particles hard to

10All the properties of all the particles in the universe can be found in the Particle Data Group

website http://pdg.lbl.gov/.
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understand. Thankfully, for a subset of the mesons, we have the chiral Lagrangian to

help us.

Let’s see what we would expect based on chiral symmetry. If we consider QCD

with just two light quarks – the up and the down – then the spontaneous symmetry

breaking of SU(2)L × SU(2)R symmetry should give us three light almost-Goldstone

modes. These are the three pions, π+, π− and π0.

The fact that the pions are both bound states of fundamental fermions, and yet

can also be viewed as Goldstone bosons, was first suggested by Yoichiro Nambu in the

early 1960s. His vision is all the more remarkable given that it came 10 years before

the formulation of QCD, and several years before Gell-Mann and Zweig introduced the

idea of quarks. Nambu made many further ground-breaking contributions to theoretical

physics, including the realisation that quarks carry three colours (not to mention writing

down one of the key equations of string theory). He had to wait until 2008 for his Nobel

prize.

Suppose now that we consider Nf = 3 light quarks. We expect N2
f − 1 = 8 almost

Goldstone-modes. These are usually referred as pseudo-Goldstone bosons. And, indeed,

there are eight mesons which are substantially lighter than the others: these are the

pions, kaons and the η. They sit inside our 3× 3 matrix π like this:

π =
1√
2


π0
√
2
+ η√

6
π+ K+

π− − π0
√
2
+ η√

6
K0

K− K̄0 − 2η√
6

 (5.22)

This is not an obvious arrangement. How do we figure out which particles goes where?

The answer, as with everything in this game, is symmetry. Our theory has a SU(3)V
symmetry, which allows us to assign two Cartan charges U(1) × U(1) ⊂ SU(3)V to

each element of the the matrix π. These charges are called “isospin” and “strangeness”

and coincide with almost-conserved quantities of the particles that can be determined

experimentally.

The eight Goldstone modes that sit in π would be exactly massless if the SU(3)L ×
SU(3)R were exact. However, chiral symmetry is broken by the quark mass matrix

M = diag(mu,md,ms)

Since we’re now dealing with a low-energy effective theory, the masses that appear here

should be the renormalised masses, rather than the bare quark masses quoted in the
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earlier table. Equation (5.14) then gives us the pion masses. Expanding this out, we

find

Lmass =
−σ
f 2
π

[
1

2
(mu +md)

(
(π0)2 + 2π+π−)+ (mu +ms)K

−K+ (5.23)

+ (md +ms)K̄
0K0 +

1

2

(
mu

3
+
md

3
+

4ms

3

)
η2 +

1√
3
(mu −md)π

0η

]
Note that there is mixing between π0 and η, albeit one that disappears when mu = md

so that isospin is restored. There is lots of interesting information in this equation.

First note that we cannot directly relate the quark masses to the meson masses; they

depend on the unknown ratio σ/f 2
π . Nonetheless, there are a number of simple relations

between meson masses, quark masses and the chiral condensate that we can extract.

For example, the mass of π0 is given by

m2
π =

2σ

f 2
π

(mu +md)

We learn that the square of the pion mass scales linearly with the quark masses. This

is known as the Gell-Mann-Oakes-Renner relation.

By taking ratios, we can relate meson and quark masses directly. For example, we

have

m2
K+ −m2

K0

m2
π

=
mu −md

mu +md

(5.24)

Finally, we can also derive expected relationships between the meson masses. For

example, we have 3m2
η+m

2
π = 2σ

f2π
(2(mu+md)+4ms) If we accept that mu ≈ md, then

we get the relation

m2
K ≈

3

4
m2
η +

1

4
m2
π

This is known as the Gell-Mann-Okubo relation. Comparing against the experimentally

measured masses, we have 1
2

√
3m2

η +m2
π ≈ 480 MeV, which is not far off the measured

value of mK ≈ 495 MeV.

The η′ Meson

There is one meson listed in the table that is not a Goldstone boson. This the η′ which,

despite having similar quark content to the η, has almost twice the mass. Note that,

in contrast to the other eight mesons, η′ = 1√
3
(uū+ dd̄+ ss̄) is a singlet under SU(3)V .

This is actually the would-be Goldstone boson associated to the U(1)A axial symmetry.

However, as we have seen, this symmetry suffers from an anomaly, which means that

the η′ meson is not massless in the chiral limit, and is not particularly light in the real

world.
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The Mysterious Sigma

There is one light scalar meson listed in the particle data book that I have not yet

mentioned. It goes by the catchy name of f0(500) and has a mass which is listed as

somewhere between 400 - 550 MeV. The reason that it’s so difficult to pin down is that

it decays very quickly – via the strong force rather than weak force – to two pions.

Moreover, it has vanishing quantum numbers (angular momentum, parity, isospin and

strangeness).

Experimentally, its probably best not to refer to this resonance as a particle at all.

However, theoretically it has played a very important role, for this is the “sigma” after

which the sigma-model is named. It can be thought of as the excitation that arises

from ripples in the value of the quark condensate, σ = ψ̄ψ, rather than rotations in the

quark condensate U .

5.4.2 Baryons

We will briefly describe the baryon spectrum in QCD. In the non-relativistic quark

model, with G = SU(3) gauge group, each baryon contains three quarks. As with

the mesons, this is a caricature of a baryon which, in reality, is a complicated object

contains many hundreds of gluons, quarks and anti-quarks, but with three more quarks

than anti-quarks. This caricature sometimes goes by the name of the non-relativistic

quark model.

If we work with Nf = 3 species of light quarks, each transforms in the 3 of SU(3)V .

We have

3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10

A little bit of group theory, combined with the Pauli exclusion principle, shows that

those baryons which have spin 1/2 must lie in the 8 of SU(3)V . Indeed, there is an

octuplet of baryons whose mass differ from each other by about 30%. These are shown

in the table on the next page.

Similarly, one can show that baryons with spin 3/2 lie in the 10 of SU(3)V . Such a

decuplet of baryons also exists: they go by the names ∆ (with charges 0, ±1 and 2),

U⋆ (with charges 0 and ±1), Ξ⋆ (with charges −1 and 0) and Ω− with charge −1.

The fact that the baryons sit nicely into representations of SU(3)V was first noticed

by Gell-Mann who dubbed it the eightfold way. At the time the Ω− baryon — which

has quark content sss — had not been discovered. Gell-Mann (and, independently,

Ne’eman) used the representation properties to predict the mass, charge and decay

products of this particle.
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Baryon Quark Content Mass (in MeV) Lifetime (in s)

Proton p uud 938 stable

Neutron n udd 940 103

Lambda Λ0 uds 1115 10−10

Sigma Σ+ uus 1189 10−10

Sigma Σ0 uds 1193 10−19

Sigma Σ0 dds 1197 10−10

Xi Ξ0 uss 1315 10−10

Xi Ξ− dss 1321 10−10

For the pions, we showed how the mass splitting can be explained from the chiral

Lagrangian. We will not do this for baryons, although with some work one can show

that the Skyrmion spectrum indeed gives reasonable agreement.

5.4.3 Electromagnetism, the Weak Force, and Pion Decay

It’s not just the quark masses that explicitly break the SU(3)V flavour symmetry of

the Standard Model; the symmetry is also broken by the coupling to the other forces.

At low energies, the relevant force is electromagnetism. The U(1)EM of electromag-

netism is a subgroup of SU(3)V , generated by

Q =


2
3

0 0

0 −1
3

0

0 0 −1
3

 (5.25)

This is enough to tell us how to couple photons to the chiral Lagrangian. We simply

need to replace the derivatives in (5.7) with covariant derivatives,

S =

∫
d4x

f 2
π

4
tr (DµU †DµU) (5.26)

where

DµU = ∂µU − ieAµ[Q,U ]

with e the electric charge of an electron.
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At the classical level, this coupling preserves a (U(1)× SU(2))L × (U(1)× SU(2))R
subgroup of the SU(3)L×SU(3)R chiral symmetry. This means that, if all quark masses

vanish, the four neutral mesons π0, η, K0 and K̄0 would still be Goldstone bosons, and

massless even when we include the effects of electromagnetism. In contrast, the charged

pions π± and K± are massless only at tree level. One-loop effects give a contribution

to their mass of the form δm2
EM ∼ e2tr(QUQU). The charged pion masses in (5.23)

then become

m2
π± =

2σ

f 2
π

(mu +md) + δm2
EM and m2

K± =
2σ

f 2
π

(md +ms) + δm2
EM

By taking ratios of these meson masses, we can cancel the factors of σ/f 2
π and δm2

EM

and learn about the quark masses. For example, taking into account electromagnetic

corrections, we can generalise (5.24) to

(m2
K± −m2

K0)− (m2
π± −m2

π0)

m2
π0

=
mu −md

mu +md

From the measured masses of the mesons, we then get that md/mu ≈ 2.

Charged Pion Decay

Although certain pions are relatively long lived – most notably the π± and the kaons

– none are absolutely stable. They decay through the weak force. Happily, this too

is rather straightforward to calculate using the chiral Lagrangian, because the weak

gauge group coincides with SU(2)L isospin.

For example, the charged pion π+ = ud̄ has a lifetime of ∼ 10−8 seconds, decaying

almost always to

π+ → µ̄+ νµ

The decay is mediated by the W-boson. If we integrate out the W-boson, we can

equally well describe the decay using Fermi’s four-fermion interaction,

LFermi =
GF√
2

[
ūγµ(1− γ5)d

][
µ̄γµ(1− γ5)νµ

]
where GF ≈ 10−5 GeV−2 is the Fermi constant. The computation of the decay rate

now factorises into two pieces: the leptonic part ⟨µ̄νµ|µ̄γµ(1−γ5)νµ|0⟩ can be computed

perturbatively. However, the piece involving the quarks involve strongly interacting

physics, ⟨0|ūγµ(1− γ5)d|π+⟩. Thankfully we can compute this using the currents that

we introduced in Section 5.2.2. The operator coincides with the SU(2)L current (5.10),

ūγµ(1− γ5)d = 2(J1
Lµ + iJ2

Lµ)
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We can then use our result (5.13),

⟨0|JaLµ(x)|πb(p)⟩ = −i
fπ
2
δab pµe

−ix·p

We simply need to remember that π+ = 1√
2
(π1 + iπ2) to find that the matrix element

is determined by fπ,

⟨0|ūγµ(1− γ5)d|π+⟩ = −i
√
2fπp

µe−ip·x

Recall that when we first introduced fπ in Section 5.2, we mentioned that it is called

the pion decay constant, even though that name made little sense in the theory we were

considering. Now we see why: it is the scale which directly determines the decay width

of the pion.

To compute the lifetime of the pion, we must square the matrix element and integrate

over the phase space of µ̄ and νµ. The end result for the rate of decay is then given by

Γ(π+ → µ̄+ νµ) =
G2
Ff

2
π

4π
mπm

2
µ

(
1−

m2
µ

m2
π

)2

Neutral Pion Decay

The neutral pion, π0 = 1√
2
(ūu− d̄d) has a substantially shorter lifespan that its charged

cousin. It lasts only around ∼ 10−16 seconds, decaying primarily to

π0 → γγ

There is an interesting story associated to this. Indeed, it was the effort to understand

why this decay occurs at all that first led to the discovery of the anomaly.

The full history is, as with many things in this subject, rather convoluted. The

pion decay was first computed in the 1940s, by assuming a coupling to the nucleons

N = (p, n) of the form GπNπ
aN̄γ5σaN . This gives a result which is pretty close to

the observed value. Unfortunately, this calculation is wrong. As we’ve seen, the pion

is really a Goldstone boson and so has only derivative couplings, at least in the limit

mπ → 0. Indeed, one can show that in a theory with an unbroken SU(2)L × SU(2)R
chiral symmetry, the decay π0 → γγ would be forbidden. What’s going on?

The answer is that we’ve missed something. Gauging a subgroup U(1)EM ⊂ SU(2)V
introduces an anomaly for the axial currents. We can import our calculation of the
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chiral anomaly from Section 3.1. For two quarks, up and down, each with Nc = 3

colours, we have

∂µJaAµ =
Nc

16π2
ϵµνρσFµνFρσ tr

(
σa

2
Q2

)
where here Fµν denotes the electromagnetic field strength. In contrast to (5.25), we

now take U(1)EM ⊂ SU(2)V to be generated by

Q =

(
2
3

0

0 −1
3

)

Only the a = 3 component of the current is non-vanishing, with

∂µJ3
Aµ =

Nc

96π2
ϵµνρσFµνFρσ

But this is precisely the current which, from (5.13), creates the neutral pion π0, with

⟨0|J3
Aµ|π0⟩ = −ifπ pµe−ix·p. The anomaly equation then gives an amplitude for π0 →

γγ. This amplitude is the same as that which would arise from the coupling in the

Lagrangian

L =
Nce

2

96π2fπ
π0ϵµνρσFµνFρσ (5.27)

Note that the decay amplitude is proportional to Nc, the number of colours. Comparing

to the experimental data provides a way to determine Nc = 3. (Actually, this is a little

bit quick because the U(1) charge assignments above are fixed, in part, by anomaly

cancellation which, as we saw in Section 3.4.4, changes if we change Nc.) Above we

have used just two quarks, Nf = 2, but we get the same results using Nf = 3 if we

correctly identify the current producing π0 from within the matrix (5.22).

We have argued that the anomaly means there must be an effective coupling of the

form (5.27). Yet there’s something odd in this, because if we expand out the action

(5.26), no such term arises. Indeed, naively this term appears to contradict the ethos of

this whole section, because the Goldstone boson π0 isn’t obviously derivatively coupled,

which seems very unGoldstonelike. Nonetheless, it would be nice to be able to write

down a low-energy effective action that correctly captures the anomaly, rather than

adding it in by hand. It turns out that there is a beautiful way to achieve this.
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5.5 The Wess-Zumino-Witten Term

We have argued that, at low-energies, the dynamics of the Goldstone modes is captured

by the chiral Lagrangian

S =
f 2
π

4

∫
d4x tr(∂µU

†∂µU) (5.28)

We also briefly discussed in Section 5.2.1 the higher order terms that we could add to

this action to improve its accuracy as we go to higher energies. It turns out, however,

that this misses one very important term, one which, among other things, accounts for

the anomaly. This is known as the Wess-Zumino-Witten term.

To motivate the need for an extra term, let’s look more closely at the discrete sym-

metries of the chiral Lagrangian (5.28). They are:

• Charge conjugation, C : U 7→ U∗.

• “Naive parity”, P0 : x→ −x with t 7→ t and U 7→ U .

• An extra symmetry: U → U †. In terms of the pion fields (5.6)

U = exp

(
2i

fπ
πaT a

)
= 1 +

2i

fπ
πaT a + . . . (5.29)

this symmetry acts as πa 7→ −πa. In other words, it counts pions mod 2. For this

reason, we denote the symmetry as (−1)Nπ where Nπ is the number of pions.

However, these are not all symmetries of the underlying QCD-like gauge theory. Indeed,

the pions and other Goldstone bosons in QCD are pseudoscalars, meaning that they

are odd under parity. The correct parity transformation should be

P = P0(−1)Nπ

It is unusual – although not unheard of – to have a low-energy theory which enjoys

more symmetries than its high-energy parent. It might lead us to suspect that we’ve

missed something. Are we really sure that there are no terms that we can add to (5.28)

which violate both P0 and (−1)Nπ , leaving only P as a symmetry?

It is simple to look through the higher derivative terms (5.9) that we met before and

convince yourself that they all preserve both P0 and (−1)Nπ . Indeed, the way to get

something that violates P0 is to use the anti-symmetric tensor ϵµνρσ. But if we try to

form a four-derivative term in the action from this, we would have

ϵµνρσ tr
(
U † (∂µU)U

† (∂νU)U
† (∂ρU)U

† (∂σU)
)
= 0 (5.30)
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and, as shown, this vanishes by anti-symmetry. You can also consider higher derivative

terms and see that they too preserve all these discrete symmetries. There’s no way to

construct terms in the action that violate P0.

However, the story is rather different if we work with the equation of motion. The

equation of motion arising from (5.28) is

1

2
f 2
π ∂µ(U

†∂µU) = 0

We could add to this the term

1

2
f 2
π ∂µ(U

†∂µU) =
k

48π2
ϵµνρσ U † (∂µU)U

† (∂νU)U
† (∂ρU)U

† (∂σU) (5.31)

where k is some constant which we will fix shortly and the normalisation of 48π2 is

for later convenience. This is the famous Wess-Zumino-Witten term, first introduced

in this context by Witten. Despite our feeble attempts above, it turns out that there

is a way to write an action for this term, but not if we restrict ourselves to actions in

four-dimensions!

5.5.1 An Analogy: A Magnetic Monopole

A useful analogy can be found in Dirac monopoles. This is a story that we’ve already

met in Section 1.1. Consider a particle of mass m and unit charge moving in R3 in the

background of a Dirac monopole. The equation of motion is

mẍi = λϵijkxjẋk

with λ a constant which determines the strength of the monopole. This system shares

some similarities with our discussion above. First, the left-hand side is invariant under

two discrete symmetries: time reversal t 7→ −t and parity xi 7→ −xi. However, the

term on the right-hand side is not separately invariant under both of these, but only

if we do both at once. Furthermore, the equation of motion is invariant under SO(3)

rotations.
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Can we construct an action for this equation of motion? If we try to do so preserving

the SO(3) rotational invariance, we run into trouble because obvious term that we

might try to write down to reproduce the right-hand-side is ϵijkxixjẋk = 0 by anti-

symmetry. This, of course, is analogous to (5.30). However, this doesn’t mean that no

action exists. In fact, there are two possibilities. One is to introduce a gauge potential

Ai(x) and write down the action

S =

∫
C

dt
1

2
mẋ2i + λAi(x)ẋ

i

where C is the worldline of the particle. An example of such a gauge potential was

given in (1.5). This approach has two problems: the gauge potential necessarily breaks

the SO(3) symmetry, which is no longer manifest in the action; and the gauge potential

necessarily suffers from a Dirac string singularity.

We can circumvent both of these problems simply by using Stokes’ theorem. Suppose

that we take C to be a closed path. We then write∫
C

dt Ai(x)ẋ
i =

∫
S

dSijFij(x) (5.32)

where S is a two-dimensional disc, with boundary ∂S = C, as shown in the figure.

Now things are much nicer. The field strength Fij = ϵijkx
k/|x|3 is both SO(3) invariant

and, away from the origin, non-singular. However, the price that we paid is that the

action is written in terms of a two-dimensional surface, rather than the one-dimensional

worldline.

There is one further problem with the action (5.32) because, as we saw in Section 1.1,

there is an ambiguity in the choice of surface S. There is another surface S ′, with the

opposite orientation, that also does the job. For the path integral to be well-defined,

we require that these two options give the same answer. We must have

exp

(
iλ

∫
C

dt Aiẋ
i

)
= exp

(
iλ

∫
S

dSijFij

)
= exp

(
−iλ

∫
S′
dSijFij

)
Stitching together the two discs gives the closed two sphere S2. The condition can then

be written as the requirement

exp

(
iλ

∫
S∪S′

dSijFij

)
= exp

(
iλ

∫
S2

dSijFij

)
= 1 (5.33)

However, the magnetic flux through any closed surface is quantised, with the minimum

flux given by
∫
S2 dS

ijFij = 4π. We see that the path integral is consistent only if

λ ∈ 1

2
Z
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This is simply a restatement of the Dirac quantisation condition that we already met

in Section 1.1.

5.5.2 A Five-Dimensional Action

With the discussion of the magnetic monopole fresh in our minds, let’s now return to

the chiral Lagrangian. We would like to ask if there is some action which respects the

SU(Nf )L × SU(Nf )R symmetry of the chiral Lagrangian and reproduces the term on

the right-hand-side of (5.31). The answer is yes, but it can only be written by invoking

a fifth dimension.

We will work in the Euclidean path integral and the argument is simplest if we take

our spacetime to be S4. We introduce a five-dimensional ball, D, such that ∂D = S4.

We extend the fields U(x) over S4 to U(y), where y are coordinates on the ball D. We

can then reproduce the equation of motion (5.31) from the action

S =
f 2
π

4

∫
d4x tr(∂µU

†∂µU) + k

∫
D

d5y ω (5.34)

where

ω = − i

240π2
ϵµνρστ tr

(
U † ∂U

∂yµ
U † ∂U

∂yν
U † ∂U

∂yρ
U † ∂U

∂yσ
U † ∂U

∂yτ

)
(5.35)

This is the Wess-Zumino-Witten (WZW) term. There are a few things to say about

this. First, it is manifestly invariant under the SU(Nf )L × SU(Nf )R chiral symmetry.

Second, it naively appears to depend on the choice extension of U(x) to the five-

dimensional space U(y), but this is an illusion. The equations of motion computed

from the action Γ depend only on U(x) restricted to the boundary S4. There are a

couple of ways to see this. A somewhat involved calculation shows that the variation

of Γ is indeed a boundary term. Alternatively, we can expand U in the pion fields as

in (5.29),

U †∂µU =
2i

fπ
∂µπ +O(π2)

Then ∫
D

d5y ω =
2

15π2f 5
π

∫
D

d5y ϵµνρστ∂µ tr
(
π∂νπ∂ρπ∂σπ∂τπ

)
+O(π6)

=
2

15π2f 5
π

∫
S4

d4x ϵνρστ tr
(
π∂νπ∂ρπ∂σπ∂τπ

)
+O(π6)

Written in this form, the SU(Nf )L × SU(Nf )R symmetry is no longer manifest. This

is entirely analogous to the lack of manifest rotation symmetry in the Dirac monopole

connection. Nonetheless, since it came from the term (5.34), the symmetry must be

there, albeit hidden.
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We see that the new term gives a five-point interaction between Goldstone modes.

In the context of QCD, this mediates the decay K+ + K− → π+ + π− + π0, which

explicitly breaks the (−1)Nπ symmetry of the original chiral Lagrangian.

Quantisation of the Coefficient

Just as for the Dirac monopole, there is an ambiguity in our choice of five-dimensional

ball D with ∂D = S4. We could just as well take a ball D′, also with ∂D′ = S4 but

with the opposite orientation. We can now make the same kind of arguments that, in

(5.33), gave us Dirac quantisation. We have

exp

(
ik

∫
D

d5y ω

)
= exp

(
−ik

∫
D′
d5y ω

)
Stitching together the two five-dimensional balls now makes a five-sphere: D∪D′ = S5.

For our path integral to make sense, we must have

exp

(
ik

∫
S5

d5y ω

)
= 1 (5.36)

By now it’s probably no surprise to learn that there’s some pretty topology that un-

derlies this formula! The integrand provides a map from S5 to the group manifold

SU(Nf ), parameterised by U(y). Such maps are characterised by the fifth homotopy

group,

Π5(SU(N)) = Z for N ≥ 3

This means that as long as we have Nf ≥ 3 flavours, each map can be assigned a

winding n ∈ Z. It turns out that this winding is computed by∫
S5

d5y ω = 2πn

The quantisation condition (5.36) is then satisfied providing

k ∈ Z

This leads us to our next question. What is k?

Rediscovering the Anomaly

The Wess-Zumino-Witten term is closely related to the chiral anomaly. This, it turns

out, will give us a strategy to determine the integer k.
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Here is the plan. We will gauge a U(1) subgroup of SU(Nf )diag ⊂ SU(Nf )L ×
SU(Nf )R. To do this, we introduce a charge matrix Q, as in (5.25), and promote the

derivatives in the chiral Lagrangian to covariant derivatives

S =

∫
d4x

f 2
π

4
tr (DµU †DµU) + SWZW

with DµU = ∂µU − ieAµ[Q,U ]. However, we also need to find a way to make the

Wess-Zumino-Witten term gauge invariant. It’s tempting to just do the same trick,

and promote ∂µU to DµU in (5.35). But this isn’t allowed because the resulting action

now depends on what’s going on in five dimensions. Any gauging must take place only

in four dimensions.

To proceed, we first look at how the WZW term changes under an infinitesimal trans-

formation δU = iα(x)[Q,U ] where, here α(x) depends only on the four-dimensional

coordinates. We have, schematically,

δ(U †∂U) = iα[Q,U †∂U ] + i∂αU †[Q,U ]

The variation of the 5-form ω defined in (5.35) has terms of order ∂αn, with n =

0, 1, . . . , 5. Of these the n = 0 term vanishes by cyclicity of the trace, while the

n = 2, 3, 4, 5 terms vanish by the anti-symmetry of the ϵµνρσλ symbol. After judicious

use of the identity U †∂U = −(∂U †)U , we find

δω = (∂µα)Ĵ
µ

where the current Ĵµ is given by

Ĵµ =
1

48π2
ϵµνρσλtr

(
{Q, ∂νU †} ∂ρU U †∂σU U

†∂λU
)

=
1

48π2
ϵµνρσλ∂νtr

(
{Q,U †} ∂ρU U †∂σU U

†∂λU
)

where you need to work a little bit to check that the extra terms that you get from

acting with ∂ν vanish by anti-symmetry. Because the current is a total derivative

(and because ∂α depends only on the four-dimensional coordinates), the variation of∫
D
d5x ω reduces to a boundary term and, at leading order, can be cancelled by the

variation of the four-dimensional gauge field δAµ = ∂µα/e. This means that we can

introduce the gauged WZW term

SWZW = k

[∫
D

d5x ω − e
∫
d4x Aµ(x)J

µ

]
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with the four-dimensional current given by

Jµ =
1

48π2
ϵµρστ tr

(
{Q,U †} ∂ρU U †∂σU U

†∂λU
)

However, it turns out that we’re still not done. To get a fully gauge-invariant action,

we need to work to one higher order in the gauge coupling e. Here we simply quote the

result: the fully gauge invariant WZW term is given by

SWZW = k

[∫
D

d5x ω − e
∫
d4x Aµ(x)J

µ

+
ie2

24π2

∫
d4x ϵµνρσ(∂µAν)Aρtr

(
{Q2, U †} ∂σU + U †QUQU †∂σU

)]
How does this help us determine k? To see this, we need to expand out this action in

terms of pion fields. For simplicity, let’s do this for Nf = 3 quarks, with the charge

matrix (5.25) appropriate for QCD. Among the order e2 terms from above, there sits

L =
ke2

96π2fπ
π0ϵµνρσFµνFρσ

But we’ve seen this before: this is the term which captures the anomaly (5.27). To

agree with the anomaly, the integer k must be equal to the number of colours

k = Nc

This is a beautiful result. Until now the chiral Lagrangian has appeared to be inde-

pendent of the gauge group SU(Nc); all that was needed was for the gauge dynamics

to initiate chiral symmetry breaking and then it seemed that it could be forgotten. We

see that this isn’t quite true: a memory of the underlying gauge group survives as the

coefficient of the WZW term.

5.5.3 Baryons as Bosons or Fermions

We saw in section 5.3 that the chiral Lagrangian provides a lovely and surprising new

perspective on baryons: they are solitons, constructed from topologically twisted pion

fields. The conserved baryon current is identified with the topological current

Bµ =
1

24π2
ϵµνρσtr (U †(∂νU)U

†(∂ρU)U
† ∂σU)

and the

This winding number — which we denote by B ∈ Z — is computed by the integral

B =
1

24π2

∫
d3x ϵijktr (U

†(∂iU)U
†(∂jU)U

† ∂kU)
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However, there was something lacking in our previous discussion. From the underlying

quarks, we know that baryons should be bosons when Nc is even and fermions when

Nc is odd. How is this basic fact reproduced in the chiral Lagrangian? Here we show

that, for Nf ≥ 3, the Wess-Zumino-Witten is exactly what we need.

We focus on Nf = 3. (The story is basically unchanged for higher Nf .) Consider a

static Skyrmion of the form (5.20) embedded in the SU(3) matrix U as

U0(x) =

(
USkyrme(x) 0

0 1

)
We wish to compare the amplitude for two different processes to occur over some long

time T . In the first process, the soliton simply sits stationary in space. In the second

process, we rotate the soliton by 2π slowly about its origin. The first process has

amplitude eiET , where E is the energy of the soliton. We have to work a little harder

to compute the amplitude for the second process. There are two contributions from the

two different terms in the chiral Lagrangian (5.34). The first of these comes from the

usual kinetic term. Since this involves two time derivatives, it will contribute a piece of

order ∼ 1/T which can be ignored in the T →∞ limit. In contrast, the WZW term is

linear in time derivatives and will contribute a constant piece. This is what we want.

Here we sketch the calculation. We saw in section 5.3 that the Skyrmion is invariant

under a simultaneous spatial and isospin rotation. This means that we can swap our

rotation in space for a flavour rotation. A suitable configuration is given by

U(x, t) =


eiπt/T

e−iπt/T

1

 U0(x)


e−iπt/T

eiπt/T

1


We must then extend this configuration over the 5-dimensional ball D and compute

the integral

Γ = − i

240π2

∫
D

d5y ϵµνρστ tr
(
U † ∂U

∂yµ
U † ∂U

∂yν
U † ∂U

∂yρ
U † ∂U

∂yσ
U † ∂U

∂yτ

)
One finds

Γ = π

This is what we needed. It means that the amplitude for a soliton which rotates by 2π

is not eiET but is instead

eiET eiNcπ = (−1)NceiET
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The factor of (−1)Nc is telling us that these solitons are bosons when Nc is even and

fermions when Nc is odd.

Baryons when Nf = 2

When Nf = 2 there is no WZW term. This means that the chiral Lagrangian does

not know about the underlying number of colours Nc. Nonetheless, there is a new

ingredient. This arises because

Π4(SU(2)) = Z2 (5.37)

while Π4(SU(N)) = 0 for N ≥ 3. Note that this is the same homotopy group that

arose in the non-perturbative anomaly described in section 3.4.3.

If we work in compactified Euclidean spacetime, then any field configuration in the

chiral Lagrangian is a map from S4 to SU(2) and so is labelled by ν = ±1. This gives
us different options for the path integral. We could either weight all configurations

equally, or weight them with a factor of (−1)ν . These should be thought of as two

different theories which, in analogy with section 2.2, could be said to be distinguished

by a “discrete theta parameter” θ = 0 or π.

Here is an example of a field configuration with ν = −1: create a soliton-anti-soliton

pair from the vacuum, rotate one around the other, and then annihilate them again.

In the theory with θ = 0 this configuration is not weighted any differently and the

solitons are bosons. In the theory with θ = π, this configuration is weighted with an

extra factor of −1. Here the solitons are fermions.

We learn that in the theory with Nf = 2, we have a choice: we can either quantise the

solitons as a boson or as a fermion. This choice arises as an extra discrete parameter

which we must stipulate to fully define the path integral.

5.6 ’t Hooft Anomaly Matching

Until now, our strategy has been to assume that the quark condensate (5.4) forms and

then explore the consequences. Our justification for the condensate itself was rather

flimsy. In this section we will improve slightly on this state of affairs. While we will

not give a proof that the condensate forms, we will show that it is implied by another,

well-known effect of strongly coupled gauge theories: confinement. To show this, we

will use the ’t Hooft anomaly matching arguments of Section 3.5
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5.6.1 Confinement Implies Chiral Symmetry Breaking

By now the global symmetry group of G = SU(Nc) gauge theory with Nf quarks should

be very familiar: it is

GF = U(1)V × SU(Nf )L × SU(Nf )R

This group has a ’t Hooft anomaly which, at high energies, arises from the quarks. If

the theory confines, this anomaly must be reproduced by massless bound state fermions

in the infra-red. The essence of the argument is that no such bound states can exist.

Let’s first compute the ’t Hooft anomalies in the ultra-violet, where the quarks con-

tribute. There is no anomaly for [U(1)V ]
3, but there are anomalies for both [SU(Nf )]

3
L

and [SU(Nf )L]
2×U(1)V , together with the corresponding anomalies for SU(Nf )R. We

have

[SU(Nf )L]
3 : A1 = Nc

[SU(Nf )L]
2 × U(1)V : A2 = Nc

(5.38)

where, in both cases, A = Nc is counting the number of colours of the quarks.

What about in the infra-red? Confinement means that the quarks bind to form

colour singlets. Our task is to figure out how the resulting states transform under the

flavour symmetry GF . Here the details depend on the choice of gauge group. When

Nc is even, both mesons and baryons are bosons so there are no solutions to the ’t

Hooft anomaly conditions. This is a striking result. It tells us that there is no way to

form massless bound states which match the anomaly. For the theory to be consistent,

it must be that GF is spontaneously broken in the infra-red. The simplest possibility

is that the symmetry is broken down to its vector-like subgroup which is free from

anomalies. This, of course, is the pattern of chiral symmetry breaking (5.5) that arises

from the quark condensate.

Fermionic Baryons

When the number of colours Nc is odd the baryons are fermions. Now we have to work

a little harder. Is it possible that these baryons are massless and match the anomaly?

To proceed, we will restrict attention to the simplest case of

Nc = 3

The arguments that follow can be generalised to arbitrary SU(Nc) gauge group.
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If the gauge group confines, then any massless fermion must be a colour singlet. The

only possibility is baryons, comprised of three quarks. Each constituent quark can be

either left-handed or right-handed. Under SU(Nf )L×SU(Nf )R ⊂ GF , the left-handed

fermions transform as (Nf ,1), while the right-handed fermions transform as (1,Nf ).

Both of these Weyl fermions have charge +1 under U(1)V . The putative massless

baryons therefore transform under the GF flavour symmetry in representations given

by the Young diagrams,

l l l ,
l
l
l

, l ⊗ r r , l ⊗
r
r

,
l l
l

(5.39)

What are the helicities of these baryons? We can take a pair of left- or right-handed

fermions and form a Lorentz scalar ϵαβψ+αψ+β where, for once, we’ve explicitly written

the α, β spinor indices. This means that it’s possible to contract the spinor indices

such that each baryon above is left-handed. Similarly, if we replace l with r then

we have the possible set of right-handed baryons

r r r ,
r
r
r

, r ⊗ l l , r ⊗
l
l

,
r r
r

(5.40)

These have opposite helicity of the representations in (5.39). The [U(1)V ]
3 anomaly

remains trivially satisfied if the spectrum of massless baryons is vector-like so we will

assume that if a massless baryon of the type (5.39) arises, then its counterpart in (5.40)

also arises.

Since we’re dealing with a strongly coupled theory, how can we be sure that the

indices are contracted so that (5.39) are left-handed and (5.40) are right-handed? First,

there is a theorem by Weinberg and Witten which says that one cannot form massless

bound states with λ ≥ 1. So if the massless baryons above do indeed form then they

must have helicity ±1
2
. But is it possible to dress these baryons with gluons which shift

their helicity by ±1?

To be on the safe side, we, we associate an index, pα ∈ Z, with α = 1, . . . , 5 to each

of the five baryons in (5.39). The magnitude |pα| denotes the number of species of

baryon that arise in the massless spectrum. If these baryons are left-handed then we

take pα > 0; if they are right-handed then we take pα < 0. Our task is to find which

values of pα will satisfy anomaly matching and reproduce (5.38).
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Next, we need a little group theory. For a representation R of SU(Nf ), we will need

to know the dimension dim(R), the anomaly coefficient A(R), as well as the Dynkin

index µ(R),

trT aT b =
1

2
µ(R)δab

For each of the representations of interest, we have

R dim(R) µ(R) A(R)

Nf 1 1

1
2
Nf (Nf + 1) Nf + 2 Nf + 4

1
2
Nf (Nf − 1) Nf − 2 Nf − 4

1
6
Nf (Nf + 1)(Nf + 2) 1

2
(Nf + 2)(Nf + 3) 1

2
(Nf + 3)(Nf + 6)

1
6
Nf (Nf − 1)(Nf − 2) 1

2
(Nf − 2)(Nf − 3) 1

2
(Nf − 3)(Nf − 6)

1
3
Nf (N

2
f − 1) N2

f − 3 N2
f − 9

We can now compute the infra-red anomalies, assuming that we have pα massless

baryons of each type. For [SU(Nf )L]
3 with Nf ≥ 3, the anomaly is

A1 =
1

2
(Nf + 3)(Nf + 6)p1 +

1

2
(Nf − 3)(Nf − 6)p2 +

(
1

2
Nf (Nf + 1)−Nf (Nf + 4)

)
p3

+

(
1

2
Nf (Nf − 1)−Nf (Nf − 4)

)
p4 + (N2

f − 9)p5

Note that the baryons with numbers p3 and p4 arise from tensor products and have two

terms. For example, for p3 the first term comes from the left-handed baryon l ⊗ r r ,

and the second — with the minus sign — from the right-handed baryon r ⊗ l l .

Meanwhile, for the [SU(Nf )
2]×U(1)V ] anomaly, each baryon has charge 3 under the

U(1)V . Dividing through by this, we get a contribution proportional to the Dynkin

index µ(R),

A2

3
=

1

2
(Nf + 2)(Nf + 3)p1 +

1

2
(Nf − 2)(Nf − 3)p2 +

(
1

2
Nf (Nf + 1)−Nf (Nf + 2)

)
p3
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+

(
1

2
Nf (Nf − 1)−Nf (Nf − 2)

)
p4 + (N2

f − 3)p5

To match the anomalies, we need to find pα such that A1 = A2 = 3.

To start, let’s look at Nf = 3. Anomaly matching gives

A1 = 27p1 − 15p3 = 3 and
A2

3
= 15p1 − 9p3 + 6p5 = 1

We can immediately see that there can be no solutions to the second of these equations

since A2/3 in the infra-red theory is necessarily a multiple of 3 and cannot reproduce

the ultra-violet anomaly A2/3 = 1. We learn that G = SU(3) gauge theory with

Nf = 3 massless fermions must spontaneously break the GF flavour symmetry, as long

as the theory confines. You can check that the same argument works whenever Nf is

a multiple of 3.

Decoupling Massive Quarks

When Nf is not a multiple of 3, things are not quite so simple. Indeed, we will need

one further ingredient to complete the argument To see this, let’s look at the anomaly

matching conditions for G = SU(3) gauge theory with Nf = 4 flavours. They are:

A1 = 35p1 − p2 − 22p3 + 6p4 + 7p5 = 3
A2

3
= 21p1 + p2 − 14p3 − 2p4 + 13p5 = 1

Now there are solutions. For example p2 = 3 and p4 = 1 with p1 = p3 = p5 = 0 does

the job. This corresponds to four massless baryons in the representations

[3(4̄,1)⊕ (4,6)]L ⊕ [3(1, 4̄)⊕ (6,4)]R (5.41)

where the L and R subscripts denote the chirality of these Weyl spinors. Note that

the left-handed baryons now transform under both SU(4)L and SU(4)R of the chiral

flavour symmetry.

Naively, the existence of the solution (5.41) suggests that there is a phase with

massless baryons and the chiral symmetry left unbroken. In fact, this cannot happen.

The problem comes when we think about giving one of the quarks a mass. We will

make the following assumption: when we give a quark a mass, any baryon that contains

this quark will also become massive. It is not obvious that this happens, and we will

have to work harder below to justify this. But, for now, let’s assume that this is true

and see where it leads us.
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If we give one of the quarks a mass, then the symmetry group is explicitly broken to

GF = U(1)V × SU(4)L × SU(4)R −→ G′
F = U(1)V × SU(3)L × SU(3)R

What happens to our putative massless spectrum (5.41)? A little group decomposition

tells us that under G′
F , the left-handed baryons transform as

3(4̄,1)→ 3(3̄,1)⊕ 3(1,1) and (4,6)→ (3, 3̄)⊕ (3,3)⊕ (1, 3̄)⊕ (1,3)

The right-handed baryons have their SU(3)L × SU(3)R representations reversed. Of

these, the (1,1) and the (3, 3̄) do not contain the massive fourth quark. By our

assumption above, the remainder should become massive.

There is a further constraint however: all of the baryons that contain the fourth

quark should become massive while leaving the surviving symmetry G′
F intact. This

is because as the mass becomes large, we should return to the theory with Nf = 3

flavours and the symmetry group G′
F . Although we now know that G′

F will ultimately

be spontaneously broken by the strong coupling dynamics, this should happen at the

scale ΛQCD and not at the much higher scale of the fourth quark mass.

So what G′
F -singlet mass terms can we write for the baryons that contain the fourth

quark? The left-handed spinors transform as 3(3̄,1)⊕ (3,3)⊕ (1, 3̄)⊕ (1,3). Of these,

(3,3) can happily pair up with its right-handed counterpart. Further, one of the (3̄,1)

representations can pair up with the right-handed counterpart of (1, 3̄). But that still

leaves us with 2(3̄,1) ⊕ (1,3) and these have nowhere to go. Any mass term will

necessarily break the remaining G′
F chiral symmetry and, as we argued above, this is

unacceptable.

The result above should not be surprising. Any baryon that can get a mass without

breaking G′
F does not change the ’t Hooft anomaly for G′

F . If it were possible for all

the baryons containing the massive quark to get a mass without breaking G′
F then the

remaining massless baryons should satisfy anomaly matching. Yet we’ve seen that no

such solution is possible for Nf .

The upshot of this argument is that there exists no solution to anomaly matching

for Nf = 4 which is consistent with the decoupling of massive quarks. It is simple to

extend this to all Nf and, indeed, to all Nc. ’t Hooft anomaly matching then tells us

that the chiral symmetry must be broken for all Nc ≥ 2 and all Nf ≥ 3.
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5.6.2 Massless Baryons when Nf = 2?

There is one situation where it is possible to satisfy the anomaly matching: this is when

Nf = 2. Since there is no triangle anomaly for SU(2), we need only worry about the

mixed [SU(2)L]
2 × U(1)V ’t Hooft anomaly. We can import our results from earlier,

although we should be a little bit careful: the anti-symmetric representation
r
r

is the

singlet of SU(2) while the representation
l l
l

does not exist. The ’t Hooft matching

condition for gauge group SU(3) now gives

A2

3
= 10p1 − 5p3 + p4 = 1

This has many solutions. The simplest possibility p1 = p3 = 0 and p4 = 1. This means

that we can match the anomaly if there are massless baryons which transform under

SU(2)L × SU(2)R × U(1)V as

(2,1)3 ⊕ (1,2)3 (5.42)

So for Nf = 2 we cannot use ’t Hooft anomaly matching to rule out the existence of

massless baryons. But it does not mean that they actually arise. To understand what

happens, we need to look more carefully at the actual dynamics. The only real tool we

have at our disposal is the lattice and this strongly suggests that even for Nf = 2 the

chiral symmetry is broken and there are no massless baryons.

But what if...

Although the lattice tells us that the chiral symmetry is broken for Nf = 2, it is

nonetheless an interesting exercise to understand better how we could have ended up

with a massless baryon. The story that we will find has a nice twist and — as we will

see in Section 5.6.4 — turns out to be realised in other contexts.

To start, let’s return to our calculation of the classical force between quarks. We saw

in Section 2.5.1 that a quark and anti-quark attract in the singlet channel and repel in

the adjoint. This played a role in our initial discussion in Section 5.1 of why a quark

condensate ⟨ψ̄ψ⟩ might form in the first place.

However, we also saw in Section 2.5.1 that the two quarks attract in the anti-

symmetric channel and repel in the symmetric channel. We might wonder if it’s possible

to form a condensate of quark pairs, rather than quark-anti-quark pairs. Such a con-

densate would break the gauge group.
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In more detail, for Nc = 3 and Nf = 2 the initial gauge and global group of the

theory is G = SU(3)gauge × SU(2)L × SU(2)R × U(1)V . The quarks transform as

ψ− : (3,2,1)1 and ψ+ : (3,1,2)1 (5.43)

For Nf = 2, a condensate of quarks can take the form

⟨ψa+ iψ
b
+ j⟩ = ⟨ψa− iψ

b
− j⟩ = −ϵabcϵijσc (5.44)

Here the spinor indices are contracted so that the condensate is Lorentz invariant. The

use of ϵij means that the condensate is also invariant under the global SU(2)L×SU(2)R
chiral symmetry. However, since the condensate σa transforms in the (3⊗3)anti−sym = 3̄

of SU(3), it breaks the gauge symmetry

G = SU(3)gauge → SU(2)gauge

where we’ve added the “gauge” label because the number of different SU(2) groups is

about to get confusing. Naively it looks like the condensate (5.44) also breaks the U(1)V
symmetry, but this can be restored by combining it with a suitable U(1) ⊂ SU(3)gauge.

For example, if we take σc = σδ1c then the generator

Q′
V = QV + diag(2,−1,−1)gauge

is unbroken and commutes with SU(2)gauge. This means that, at low-energies, our

theory has the symmetry

G′ = SU(2)gauge × SU(2)L × SU(2)R × U(1)′V
How do the quarks (5.43) transform under G′? A little bit of representation decompo-

sition shows

ψ− : (1,2,1)3 ⊕ (2,2,1)0 and ψ+ : (1,1,2)3 ⊕ (2,1,2)0

The existence of the condensate can be thought of as giving mass to the fermions that

sit in the 2 of SU(2)gauge. (Note that, as in the condensate (5.44), we can form a singlet

from 2⊗2 so there’s no problem with either gauge invariance nor chiral symmetry.) But

those fermions that are singlets under SU(2)gauge are protected from getting a mass by

the surviving U(1)′V chiral symmetry. The curious fact is that these massless fermions

sit in precisely the representations (5.42) which satisfy ’t Hooft anomaly matching.

There’s something rather odd about this. In the ’t Hooft anomaly matching argu-

ment, we assumed that the theory confines and looked for massless baryons – composites

of three underlying quarks. In the analysis above, however, we proposed that the quark

condensate Higgses the gauge group and the massless fermion is just a single quark,

albeit with U(1)′V charge +3.
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In fact, these are two different ways of looking at the same underlying physics. In

the presence of the condensate (5.44), the vacuum is filled with pairs of quarks which

can mix with the lone massless quark to form the composite baryon. Moreover, as

we saw in Section 2.7.3, when we have a scalar in the fundamental representation —

here played by the condensate ψψ — there is no distinction between the Higgs and

confining phases. The two descriptions — in terms of massless baryons or in terms of

a condensate Higgs field — use different words, but are telling us the same thing. This

situation sometimes goes by the rather pretentious name of complementarity (a much

overused word in physics, and one which is possibly better saved for other, more subtle,

phenomena).

As we mentioned above, it appears that the scenario sketched here doesn’t occur for

QCD-like theories with Nf = 2, presumably because the condensate which breaks chiral

symmetry is preferred for more subtle, dynamical reasons. Nonetheless, something

similar does happen for chiral gauge theories.

5.6.3 The Vafa-Witten-Weingarten Theorems

To invoke the full power of ’t Hooft anomaly matching, we needed to assume that any

baryon that contains a massive quark is itself massive. This is not at all obvious in

a strongly interacting theory of the kind we’re dealing with. When the mass of the

quark is very large, m ≫ ΛQCD, it is certainly true that the baryon must be massive.

But for small quark masses m ≪ ΛQCD, we could well imagine a situation where the

binding energy cancels the quark mass, resulting in a massless bound state that contains

massive constituents.

Two possibilities are depicted in Figure 47. The first shows the mass of the baryon

increasing monotonically with the constituent quark mass. This is the scenario that

we assumed above. The second figure shows another plausible scenario: the baryon

remains massless for some finite value of the quark mass, before the theory undergoes

some kind of phase transition at m = m⋆. If this were to happen, it would nullify our

previous conclusions.

Fortunately, the second scenario cannot happen. It is ruled out by a theorem due

to Vafa and Witten. In fact, there are a number of such theorems, all of which have

rather similar proofs. We prove four such theorems below, the first two due to Vafa

and Witten, the second two due to Weingarten. As we will see, the second Vafa-Witten

theorem can be invoked to rule out the scenario shown in the second figure.
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Figure 47: Two possible behaviours for the baryon mass. The Vafa-Witten theorem rules

out the second option.

A Positive Definite Measure

Our setting is the QCD-like theories discussed throughout this chapter. All the the-

orems that we will prove rely on the same property of the path integral: a positive

definite measure.

When computing correlation functions of gauge invariant operators, say O(x), we
need to do the path integral. In Euclidean space, this takes the form

⟨O(x) . . .O(y)⟩ = 1

Z

∫
DA

Nf∏
i=1

Dψ̄iDψi e−SY M+
∑
ψ̄i( /D+m)ψi O(x) . . .O(y)

Here SYM is the usual Yang-Mills action. For simplicity, we’ve given each quark a

common mass, m which we take to be positive: m > 0. Clearly it would be simple to

generalise this. For some applications below, we’ll explore the chiral limit by taking

m → 0. In practice, we should also include gauge fixing terms in this expression, but

these don’t affect the discussion below so we omit them for simplicity.

It is straightforward to do the fermionic path integral, leaving us with the path

integral over the gauge fields. This takes the form

⟨O(x) . . .O(y)⟩ = 1

Z

∫
DAe−SY M

[
det( /D +m)

]Nf O(x) . . .O(y)

For many applications of interest, the operators O will also depend on the fermions.

In this case, any fermion bi-linear should be replaced by its propagator in the usual

manner. We’ll see examples below.

We see that the effect of the fermions is to change the measure of the path integral

over the gauge field. We write the correlation functions as

⟨O(x) . . .O(y)⟩ =
∫
dµO(x) . . .O(y)
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where all the trickiness has now been absorbed in the measure

dµ =
1

Z

∫
DAe−SY M

[
det( /D +m)

]Nf (5.45)

The key observation is that this measure is positive definite. This is clearly true for

the Yang-Mills part of the action, with SYM = 1
2g2

∫
trF µνFµν . But it’s also true for

the Dirac operator. This is because QCD is a vector-like theory. Suppose that, for a

choice of gauge field Aµ, the Dirac operator has a non-zero eigenvalue λ ∈ R, so there

is an eigenspinor

i /Dψ = λψ

Then we also have an eigenvalue −λ. This follows because {γ5, /D} = 0, so

i /D(γ5ψ) = −iγ5 /Dψ = −λγ5ψ

Of course, there may also be some number, n, of zero modes of /D. The general form

of the determinant is then

det( /D +m) = mn
∏
λ

(m− iλ)(m+ iλ) = mn
∏
λ

(m2 + λ2) (5.46)

which is manifestly positive definite providing m > 0. Before we go on, it’s worth

pausing to make a couple of comments.

• It’s important that we set the theta angle to zero, θ = 0, for the following

arguments. This is because the theta term comes with an ϵµνσρ symbol,

Sθ =
θ

32π2

∫
trϵµνρσFµνFρσ (5.47)

and so, when Wick rotated to Euclidean space, appears in the path integral as

eiSθ . That extra factor of i means, when θ ̸= 0, the measure is not positive

definite.

• Relatedly, the mass should be positive m > 0. We can see this explicitly in the

contribution from the n zero modes in (5.46). But it’s simpler to note that, from

the chiral anomaly discussed in Section 3.3.3, a negative mass can be viewed as

a non-zero θ angle.

• Clearly we needed the fermions to sit in a vector-like representation of the gauge

group to argue for a positive definite measure. This means that many of the

arguments we will make below fail in chiral gauge theories.

Let’s now see what a positive definite measure buys us.
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Theorem 1: Parity is not Spontaneously Broken

Parity is a symmetry of QCD. One might wonder if it remains a symmetry of the

ground state. The spontaneous breaking of parity would show up as a non-zero expec-

tation value for some parity odd scalar operator, O(x) which plays the role of an order

parameter. We will argue that, in QCD, we necessarily have

⟨O⟩ = 0

for any parity odd scalar.

To see this, consider the QCD Lagrangian deformed by the addition of this parity

odd scalar.

L(α) = LQCD + αO

To leading order in α, the energy density of the ground state is

E(α) = E(0) + α⟨O⟩

If parity is spontaneously broken in QCD, then there are two ground states and ⟨O⟩ is
positive in one ground state and negative in the other. This means that spontaneous

breaking of parity implies that E(α) < E(0) for arbitrarily small α.

Let’s now calculate E(α) in the path integral. We have

e−V E(α) =

∫
dµ eiα

∫
d4xO

where V is the volume of (Euclidean) spacetime. The important point is the factor if i

in the exponent. This arises in Euclidean space only for parity odd operators because

they necessarily come with an odd number of ϵµνρσ. Indeed, we already saw an example

of this with the θ term (5.47). We learn that adding a parity odd operator to the action

changes the path integral by a phase. Because the measure is positive definite, this

phase can only decrease the value of the path integral, so

e−V (α) ≤ e−V E(0) ⇒ E(α) ≥ E(0)

We learn that the energy density has a minimum at α = 0 which, in turn, tells us that

parity is not spontaneously broken in vector-like theories.

As a side remark, if we apply the argument above to the theta term itself (5.47), we

learn that the addition of a theta term necessarily increases the energy of the vacuum:

E(θ) ≥ E(0). This observation sits at the heart of axion attempts to explain why the

QCD theta angle is so small in our world.
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Theorem 2: A Bound on Current-Current Correlation Functions

We now turn to the promised result: a relation between the masses of bound states

and the bare masses of the underlying quarks. To proceed, we’re going to consider two

point functions of currents. We will take

Jaµ = ψ̄iγ
µ(T a)ijψj

where T a is some SU(Nf ) flavour generator . In terms of the path integral, the two

point function can be written as

⟨Jaµ(x) J b †ν (y)⟩ =
∫
dµ tr

(
γµT

aS(x, y)γνT
bS(y, x)

)
where the trace is over spinor and flavour indices, and the propagator takes the form

S(x, y) = ⟨x| 1

/D +m
|y⟩ (5.48)

Note that this is the propagator evaluated in the background of a fixed gauge field Aµ.

The hard part is to then integrate over all gauge configurations, a procedure that is

swept into the innocuous looking
∫
dµ. Of course, we’re not going to be able to do this

integral. But we will be able to make remarkable progress simply from the knowledge

that the measure is positive definite.

We will first give a slightly rough outline of the result, together with an explanation

of why it shows what we want. We will then proceed with the proof and, along the

way, see a number of further subtleties that we have to address.

The basic idea is to first fix Aµ. We would then like invoke an inequality along the

lines of

|S(x, y)| ≤ C e−m|x,y| (5.49)

where m is the bare mass of the quark, C is some constant, and |S(x, y)| refers to the

matrix norm with respect to spinor and flavour indices. Crucially, this inequality must

hold for any background gauge field Aµ, with the constants C and m independent of

Aµ. In other words, it should be a uniform bound.

Such a uniform bound survives when averaged over all gauge fields with a positive

definite measure. This then gives us a bound on the correlation function that we’re

interested in,

⟨Jaµ(x) J b †ν (y)⟩ < C ′e−2m|x−y| (5.50)
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What is the interpretation of such a bound? Suppose that the lightest particle carrying

the flavour quantum numbers of the current has mass M . Then, at large distances, we

would expect the current-current correlation function to be dominated by exchange of

this particle, meaning that

⟨Jaµ(x) J b †ν (y)⟩ ∼ e−M |x−y|

The bound above tells us that the physical mass of the particle is bounded from below

M ≥ 2m (5.51)

where m is the bare mass of the quarks.

There are two immediate consequences of this result:

• First, it rules out the possibility of massless bosons. This is important because an

equal bare mass for all the quarks breaks the axial symmetry, but leaves behind

the vector SU(Nf )V flavour symmetry. The result (5.51) tells us that this vector

flavour symmetry cannot be spontaneously broken, for it were we would have

massless Goldstone bosons with M = 0.

We learn that the vector flavour symmetry is not spontaneously broken when the

quarks have a bare mass. But if it’s not spontaneously broken for any m > 0,

then it can only become spontaneously broken in the limit m → 0 if there is

some miraculous accidental degeneracy, where a Lorentz invariant excited state

decreases its energy, becoming exactly degenerate with the ground state atm = 0.

This seems implausible. Under the assumption that no accidental degeneracy of

this kind occurs, the Vafa-Witten theorem shows that vector-like symmetries are

not spontaneously broken.

• Secondly, the Vafa-Witten theorem rules out the existence of massless fermions

when the bare mass of the quarks are non-vanishing. This, of course, was what

we wanted to prove.

Here, however, things are a little less straightforward and there is a subtlety that

should be stressed. The calculation above holds in the presence of a finite UV

cut-off, Λ. This was left implicit in the derivation, but the presence of the bare

masses m in the inequality (5.51) is the hint that there is an underlying cut-off

in the game. The Vafa-Witten theorem tells us that, for m ̸= 0, there can be

no massless composite fermion carrying flavour quantum numbers for any finite

Λ. However, it does not rule out the possibility that a massless fermion emerges

as Λ → ∞ and the cut-off is removed. Indeed, we know that it is only in this
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limit that anomalies kick in so, strictly speaking, ’t Hooft anomaly matching only

requires the existence of massless fermions in the Λ → ∞ limit . For QCD, it is

not believed that such behaviour happens. But the Vafa-Witten theorem isn’t as

watertight as we might hope in showing this.

A Proof of Theorem 2

Let’s now prove the Vafa-Witten theorem (5.50). The trick is not to work with the

propagator (5.48) between position eigenstates |x⟩ and |y⟩, but instead to work with a

smeared propagator

S(α, β) = ⟨α| 1

/D +m
|β⟩

where |α⟩ and |β⟩ are wavepackets that have support only in localised regions, separated

by a distance R as shown below:

The “localised support” means that Aµ(x)|α⟩ = 0 for x outside of the region α, and

similar for |β⟩. We’ll soon see the advantage of working with these smeared propagators.

To proceed, we use a standard trick to rewrite the propagator as

S(α, β) =

∫ ∞

0

dt ⟨α|e−( /D+m)t|β⟩ =
∫ ∞

0

dt e−mt⟨α|e−i(−i /D)t|β⟩

Here t is just an artificial parameter that we’ve used to rewrite the integral. The next

step is the clever one: we reinterpret t as a genuine time direction for a theory in

d = 4+1 dimensions with Hamiltonian H = −i /D. By causality, we know that a signal

from region α takes at least time t = R to reach the region β. This means that we

must have

⟨α|e−iHt|β⟩ = 0 for 0 ≤ t ≤ R

Furthermore, at later times we can simply use the Cauchy-Schwarz inequality to bound

|⟨α|e−iHt|β⟩| ≤
√
⟨α|α⟩

√
⟨βe+iHt|e−iHtβ⟩ =

√
⟨α|α⟩

√
⟨β|β⟩

where, in the second equality, we have used the unitarity of eiHt. This then gives us

the promised uniform bound on the propagator

|S(α, β)| ≤ |α| |β|
∫ ∞

R

dt e−mt =
|α| |β|
m

e−mR (5.52)
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This is more or less that result that we wanted. It’s not quite the advertised bound

on the propagator (5.49) because it uses wavepackets rather than position eigenstates.

Nonetheless, it’s just as good for the purposes of proving what we want. The derivation

also makes it clear why we needed smeared wavepackets; it’s because their norm |α| and
|β| appear explicitly in the bound. In contrast, position eigenstates aren’t normalisable

and so don’t work for our purposes.

Theorem 3: The Pion is the Lightest Meson

There are yet more applications of the positive definite measure. These are inequalities

between the masses of various physical particles, first introduced by Weingarten. The

first of these says that the pion is the lightest meson.

We start by introducing the pseudoscalar meson field

π = ψ̄iγ
5ψj

where we have picked some i ̸= j. In QCD, we would most naturally pick i = up quark

and j = down quark, so that π is identified with the genuine pion. Here, we’ll refer to

π as the pion for any i and j. We give all quarks the same mass, m > 0, so that the

SU(Nf )V vector symmetry is unbroken. The propagator of the pion is then

⟨π(x)π†(y)⟩ =
∫
dµ tr

[
S(x, y) γ5 S(y, x) γ5

]
where dµ is the usual positive-definite measure (5.45), S(x, y) is the fermion propagator

introduced in (5.48) and where the trace is over spinor and colour indices. Now, because

{γ5, /D} = 0, we have

γ5S(y, x)γ5 = γ5 ⟨y|( /D +m)−1|x⟩ γ5 = ⟨y|(− /D +m)−1|x⟩ = ⟨x|( /D +m)|y⟩† (5.53)

where the final equality follows because /D is anti-Hermitian. Note that the |x⟩ and |y⟩
labels got swapped as part of taking the Hermitian conjugate; the remaining † acts on
colour and spinor indices. But this means that we have

⟨π(x)π†(y)⟩ =
∫
dµ

∑
colour,spinor

|S(x, y)|2 ≥ 0 (5.54)

We learn that the pion propagator is positive definite. Note that the presence of the

γ5 matrix was crucial to make this claim, since it gave us the Hermitian conjugate in

(5.53).
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Let’s now contrast this with the propagator for a scalar meson that doesn’t include

the γ5. We have

σ = ψ̄iψj

where we take i ̸= j to be the same indices as those carried by the pion. Repeating the

arguments above, we now get

⟨σ(x)σ†(y)⟩ =
∫
dµ tr [S(x, y)S(y, x)] =

∫
dµ tr

[
S(x, y)γ5S(x, y)†γ5

]
This means that we’re again summing over |S(x, y)|2, but this time with different plus

and minus signs for different spinor indices, coming from the presence of γ5 matrices

in the final expression. We learn that we necessarily have

⟨σ(x)σ†(y)⟩ ≤ ⟨π(x)π†(y)⟩

But, at large distances, we expect each of these correlation functions to be dominated

by the mass of the corresponding meson (or the mass of the lightest particle carrying

the same quantum numbers.) This means that the inequality above becomes, for large

|x− y|,

e−mσ |x−y| ≤ e−mπ |x−y| ⇒ mσ ≥ mπ

This, of course, holds in our world because the pion is a Goldstone boson for broken

chiral symmetry. Indeed, the mass inequality above can, like the Vafa-Witten theorem,

be used to argue against the vector-like symmetry being broken, for then the σ meson

would be a massless Goldstone boson. The result above says that this can’t happen at

finite m where the pion is massive, and so the sigma meson must also be massive.

It is straightforward to repeat the arguments above with a different gamma matrix

structure. For example, we could look at vector mesons of the form ρ = ψ̄γµψ and

show that these too are heavier than the pions.

Theorem 4: Baryons are Heavier than Pions

The second Weingarten inequality bounds the mass of the baryon. For QCD, with

three colours, the baryon takes the form

B = ϵabcψiaψ
j
bψ

k
c

Here i, j and k are flavour indices and a, b and c are colour indices. The spinor indices

are left implicit; they could be contracted to form a spin-1
2
baryon, or uncontracted for

a spin-3
2
baryon. As we’ve seen, two-point correlation function takes the form

⟨B(x)B†(y)⟩ ∼ e−mB |x−y|
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where mB is the mass of the lightest baryon sharing the quantum numbers of B. As

previously, we take the bare masses of all quarks tom > 0. We then have the expression

⟨B(x)B†(y)⟩ = ϵabcϵa
′b′c′
∫
dµ tr [S(x, y)aa′S(x, y)bb′S(x, y)cc′ ]

where dµ is again the positive-definite measure (5.45) and this time we’ve kept the

colour indices explicit. First, we use the Cauchy-Schwarz inequality to bound

⟨B(x)B†(y)⟩ ≤
∫
dµ

( ∑
a,a′,spinor

|S(x, y)aa′ |2
)3/2

Suppose that we could argue that, for any choice of background gauge field,

|S(x, y)| ≤ C ′e−m|x−y| (5.55)

with C ′ a constant, independent of the choice of gauge field, and m the bare mass of

the quark. In this case, we would immediately have

⟨B(x)B†(y)⟩ ≤ C ′e−m|x−y|
∫
dµ

∑
colour,spinor

|S(x, y)|2 = C ′e−m|x−y| ⟨π(x)π†(y)⟩

where, in the second equality, we’ve used our previous expression for the pion propaga-

tor (5.54). Now, recall from the proof of the Vafa-Witten theorem that we don’t quite

have (5.55), but we have something almost as good: we need to replace the position

eigenstates |x⟩ and |y⟩ with smeared wavepackets |α⟩ and |β⟩ and we can then derive

the uniform bound (5.52). This will do for our purposes; we therefore come to the

conclusion that mB ≤ mπ+m. In the limit that the bare mass vanishes, so m→ 0, we

learn that

mB ≥ mπ

Of course, this is hardly groundbreaking information given what we know about par-

ticle physics. But here it is derived from first principles, with no assumption of chiral

symmetry breaking. Moreover, it tells us that if we wish chiral symmetry to be un-

broken, with the ’t Hooft anomaly saturated by massless baryons, then the pion must

also be massless. But this seems very unlikely, since if the pion is massless then there

is nothing to stop it condensing and breaking the chiral symmetry after all.

5.6.4 Chiral Gauge Theories Revisited

The existence of a global symmetry with a ’t Hooft anomaly guarantees the existence

of massless particles in the spectrum. If the symmetry is spontaneously broken, we

have Goldstone bosons. If the symmetry is unbroken, we have massless fermions whose

presence is needed to reproduce the anomaly.
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So far, we have discussed situations in which ’t Hooft anomaly matching ensures the

existence of massless bosons (together with the case of Nf = 2 where anomaly matching

is ambivalent, but bosons arise anyway). Here we describe situations where massless

fermions arise. Perhaps unsurprisingly, this typically happens in chiral gauge theories

where tree-level fermion masses are prohibited by the gauge symmetry.

We will focus on one of the simplest chiral gauge theories,

G = SU(5) with two Weyl spinors: ψa in the 5̄ and χab in the 10

Here a, b = 1, . . . , 5 are the gauge group indices. The classical theory has two global

symmetries: U(1)ψ and U(1)χ, each rotating the phase of a single fermion. One com-

bination of these suffers a mixed anomaly with SU(5). The surviving generator is

Q = 3Qψ −Qχ

This has a ’t Hooft anomaly

A =
∑

fermions

Q3 = 5× 33 + 10× (−1)3 = 125

Let us now suppose that the theory confines, leaving the U(1)Q unbroken. The simplest

colour singlet is the 3-fermion bound state

ψaψbχ
ab (5.56)

This has charge Q = 5, giving an infra-red contribution to the ’t Hooft anomaly

A = 53 = 125

We see that it is plausible that this fermion bound state does indeed remain massless.

A Different Perspective

We can reach the same conclusion through a rather different argument. Suppose that

a fermion bi-linear forms a condensate. Since any such bilinear is necessarily charged

under the gauge group, the condensate will partially Higgs the gauge symmetry. What

symmetry breaking patterns occur?

This is not completely straightforward. We can make a number of different fermion

bilinears, each decomposing into some number of channels. Based on the computation

of the classical force between quarks described in section 2.5.1, some of these channels

will be attractive and some repulsive. It seems likely that the condensate forms in an

attractive channel, but there are several of these.
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At this point, we need to use a little guesswork. The most naive approach is to

determine which quark pair has the most attractive force and assume that the conden-

sate forms in this channel. This is clearly optimistic — after all, we’re dealing with a

strongly coupled theory and the classical force calculation is unlikely to provide quan-

titative guidance — but does give sensible answers in many cases. It is known as the

maximally attractive channel criterion. More generally in these situations, one tries

different possibilities and sees which outcomes seem the least baroque. Note that, in

contrast to the QCD-like theories, we cannot turn to the lattice for help because there

are various obstacles to discretising chiral fermions.

For the problem in hand, it is thought that the naive, most-attractive channel hy-

pothesis does give rise to the correct physics. In fact, there are two channels which are

equally attractive. These are:

5 ⊂ 5̄⊗ 10 and 5̄ ⊂ 10⊗ 10

We therefore postulate the existence of two quark condensates

⟨ψaχab⟩ = σb and ⟨χabχcd⟩ = ϵabcde∆e (5.57)

These two condensates are not gauge invariant. Between them, they could break the

SU(5) gauge group to either SU(4) (if they lie parallel to each other) or SU(3). Again,

we have to engage in a little guesswork. We will assume that they line up, with

σa = σδa1 and ∆a = ∆δa1. The gauge group is then broken to

G = SU(5)gauge → SU(4)gauge

Naively, each of the condensates breaks the non-anomalous U(1) global symmetry, with

Q(σ) = 2 and Q(∆) = −2. However, as in the previous section, we can define a new,

unbroken global symmetry by mixing the U(1) with a suitable generator of the SU(5)

gauge symmetry,

Q′ = Q− 1

2
diag(4,−1,−1,−1,−1)

At low-energies, the gauge and global symmetry groups are

G = SU(4)gauge × U(1)′

Decomposing each fermion into representations of this new group, we have

ψ : 5̄3 → 4̄5/2 ⊕ 15 and χ : 10−1 → 60 ⊕ 4−5/2

The ⟨ψχ⟩ condensate in (5.57) gives mass to 4̄5/2 ⊗ 4−5/2, while the ⟨χχ⟩ condensate
gives mass to 60 ⊗ 60. This leaves us with the gauge singlet 15. This has the same

quantum numbers as the massless composite fermion (5.56) that we anticipated by ’t

Hooft anomaly matching.
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Although we’ve had to engage in some guesses along the way, we end up with a

plausible situation: the low energy dynamics of the chiral SU(5) theory consists of a

single, free Weyl fermion. This can either be viewed as a composite fermion (5.56) in

a confining theory, or as a fundamental fermion in a theory with quark condensates

(5.57): the end result is the same.

We could also ask if there are other possibilities which look equally plausible. For

example, is it possible that the global U(1)Q is spontaneously broken, resulting in a

massless boson instead of a massless fermion. For this to happen, we need to con-

struct a bosonic, gauge invariant condensate. The simplest contains six fermions —

ψaψbχ
abψcψdχ

cd — and it seems unlikely that such a condensate would form.

More Chiral Gauge Theories

The SU(5) gauge theory described above is not the only one which is thought to confine,

giving massless composite fermions. Indeed, the same behaviour is thought to occur for

the two classes of chiral gauge theories introduced in Section 3.4.2. The first of these

is:

G = SU(N) with a and N − 4 □ Weyl fermions

we denote the N − 4 fermions in the anti-fundamental representation as ψ and the

fermion in the anti-symmetric as χ. The theory has a SU(N − 4)× U(1) global sym-

metry, where the SU(N − 4) factor rotates the ψ fields, while the non-anomalous U(1)

charges are given by

Qψ = N − 2 and Qχ = 4−N

Assuming that this theory confines, the question is: what becomes of this global sym-

metry. As we have seen, if it is to survive unscathed then there must be a massless,

composite fermion that reproduces the ’t Hooft anomaly. A candidate is the collection

of 3-fermion bound states that, schematically, take the form λ = ψχψ. Displaying all

the indices, this is

(λα)ij = ψβai ϵ
βγ χ ab

γ ψαbj (5.58)

where α, β, γ = 1, 2 are spinor indices, i, j = 1, . . . , N−4 are SU(N−4) flavour indices,
and a, b = 1, . . . , N are SU(N) gauge indices. If you track through all the symmetry

properties, you’ll find that λij is symmetric in ij, so this spinor transforms in the

symmetric representation of the SU(N − 4) global symmetry group. It also has

charge Q = N . It is not hard to check that these massless fermions λ do indeed saturate

the ’t Hooft anomalies, and therefore provide a good candidate for the infra-red physics

of this theory.
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As with the SU(5) model, there is also a complementary approach to deriving the

same result in which one first assumes that fermi bilinears ⟨χψ⟩ and ⟨χχ⟩ condense,
breaking the gauge group SU(N) → SU(4), with all fermions pairing up expect for a

lone λ with the same quantum numbers that we saw above.

The second chiral gauge theory that we met earlier is similar, but has quarks in the

symmetric rather than anti-symmetric representation

G = SU(N) with a and N + 4 □

This time there is a global SU(N +4) symmetry, together with a single non-anomalous

U(1) under which the anti-fundamental fermions ψ and the symmetric fermion χ have

charges

Qψ = N + 2 and Qχ = −(N + 4)

Once again, it seems plausible that the theory confines without breaking the SU(N +

4)×U(1) global symmetry, with the ’t Hooft anomalies saturated by a fermion (5.58).

Tracking through the symmetrisation, this time λ sits in the anti-symmetric repre-

sentation of the global symmetry group SU(N + 4), again with charge Q = N . A few

short calculations show that the ’t Hooft anomalies do indeed match.

5.7 Further Reading

Spontaneous symmetry breaking is a powerful and unifying idea, explaining disparate

phenomena in both particle physics and condensed matter physics. It is responsible for

the existence of phonons in a solid and, as we have seen, the existence of pions in the

strong force. When implemented in gauge theories, it provides a unified explanation

for superconductivity and the electroweak vacuum.

Jeffery Goldstone was the first to realise that a spontaneously broken global sym-

metry gives rise to a massless particle – what we now call the Goldstone boson. He

made this conjecture, and provided examples, in a 1961 paper whose title – “Field

theories with Superconductor Solutions” – reveals the early cross-fertilisation between

condensed matter and particle physics [78]. The general proof of the theorem followed

soon afterwards in a paper with Salam and Weinberg [79].

Goldstone’s theorem was initially viewed with some dismay in particle physics. The

existence of strictly massless bosons was ruled out by experiment, suggesting that spon-

taneous symmetry breaking had little role to play at the fundamental level. This, of

course, was too hasty. Subsequent work by Higgs and others, exploring symmetry
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breaking in gauge theories, provided the underpinning for the Standard Model. Mean-

while, it was realised that an approximate global symmetry could be spontaneously

broken, resulting in an approximate Goldstone boson. (The name pseudo-Goldstone

boson was coined by Weinberg, apparently to Jeffrey’s annoyance.)

The discovery of what we would now call chiral symmetry was actually made slightly

before Goldstone’s insight. In 1960, Yoichiro Nambu explained that an exact axial-

vector current in beta decay would imply the existence of a massless pion field [140].

Like many papers of the time, it avoids the language of field theory and instead focusses

on the “current algebra”, in which one works with commutation relations between cur-

rents and their matrix elements. This somewhat masks the connection to spontaneous

symmetry breaking, which is not emphasised in the paper. This was one of the (many!)

contributions for which Nambu was awarded the 2008 Nobel prize.

A more modern formulation of the chiral Lagrangian came only in the mid-1960s.

Gell-Mann and Levy introduced the sigma model [72]. In fact, they introduced two

versions: the first is what we might call a “linear sigma model” and includes the field

σ, related to the pion fields by a constraint σ2 + π⃗2 = 1. Embarrassed by the new

field which had not been observed in experiments, they subsequently integrated out to

derive the “non-linear sigma model”, now named after a particle that does not exist

and does appear in anywhere in the theory. The group-theoretic formulation of the

non-linear sigma model that we used here is due to Weinberg [206], and was extended

to general groups in [22].

The idea that baryons could arise as solitons in the chiral Lagrangian was proposed

by Tony Skyrme, in a remarkably prescient pair of papers written in 1960 and 1961

and [184, 185]. These papers were apparently written without any awareness of the

work described above, and were essentially ignored for more than a decade while the

story of chiral symmetry breaking unfolded. The papers came to prominence only in

the 1980s when it was realised that they played an important role in the story. The

term “skyrmion” was coined in a 1984 meeting in honour of Tony Skyrme. (In a cute

twist, the second paper thanks ”Mr A. J. Leggatt” for performing the calculations as

an undergraduate student. This mis-spelled student went to win the Nobel prize.)

The WZW term was introduced by Witten in 1983 [226]. The arguments in Section

5.5 are largely taken from this paper. (Many of Witten’s papers from this time are

masterclasses in clarity; the best way to learn much of modern physics is simply to

read Witten’s papers.) As we saw, for Nf = 2 there is no WZW term, but the fact
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that topology can determine the quantum statistics of the Skyrmion was noted by

Finkelstein and Rubinstein, back in 1968 [60].

More on the history of chiral symmetry breaking can be found in the article by

Weinberg [209]. More details about the physics of chiral symmetry breaking can be

found in the lecture notes of Scherer and Schindler [173] and Peskin [153].

The idea that anomalies place severe constraints on the spectrum of strongly inter-

acting gauge theories was first emphasised by ’t Hooft in the lectures [105], with the

application to chiral symmetry breaking that we described in these lectures. This was

elaborated on by Frishman, Schwimmer, Banks and Yankielowicz, [64]. The “persis-

tent mass condition”, prohibiting the formation of massless bound states using massive

constituents, was framed by Preskill and Weinberg [163] and found a more rigorous

grounding in the Vafa-Witten theorems [195, 196]. The mass inequalities, which also

make use of the positive definite measure, were first introduced by Weingarten (very)

slightly before the Vafa-Witten theorem [210]. The idea that the Higgs and confining

phases provide complementary, but equivalent, viewpoints on the dynamics of chiral

gauge theories was first enunciated in [189].
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6. Large N

Non-Abelian gauge theories are hard. We may have mentioned this previously. Indeed,

it’s not a bad summary of the lectures so far. The difficulty stems from the lack of

a small, dimensionless parameter which we can use as the basis for a perturbative

expansion.

Soon after the advent of QCD, ’t Hooft pointed out that gauge theories based on the

group G = SU(N) simplify in the limit N → ∞. This can then be used as a starting

point for an expansion in 1/N . Viewed in the right way, Yang-Mills does have a small

parameter after all.

At first glance, it seems surprising that the theory simplifies in the large N limit.

Naively, you might think that the theory only gets more complicated as the number

of fields increase. However, this intuition breaks down when the fields are related by a

symmetry, in which case the collective behaviour of the fields becomes stiffer as their

number increases. This results in a novel, classical regime of the theory. The weakly

coupled degrees of freedom typically look very different from the gluons that we start

with in the original Lagrangian.

Large N limits are now commonplace in statistical and quantum physics. As a

general rule of thumb, the large N limit renders a theory tractable when the number

of degrees of freedom grows linearly with N . (We shall meet two examples in Section 7

when we discuss the CPN−1 model and the Gross-Neveu model.) In contrast when the

number of degrees of freedom grows as N2, or faster, then the theory simplifies but,

apart from a few special cases, cannot be solved. This is the case for Yang-Mills where

the large N limit will not allow us to demonstrate, say, confinement. Nonetheless, it

does provide an approach which allows us to compute certain properties. Moreover, it

points to deep connection between gauge theory and string theory, one which underlies

many of the recent advances in both subjects.

You might reasonably wonder whether the large N expansion is likely to be relevant

for QCD which has N = 3. We’ll see as we go along how useful it is. A common

rebuttal, originally due to Witten, is that in natural units the fine structure constant

is

α =
e2

4π
≈ 1

137
⇒ e ≈ 0.30

This comparison is a little unfair. The true expansion parameter in QED is better

phrased as α/4π ∼ 10−3. In contrast, there are no factors of 4π that ride to the rescue
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for Yang-Mills. The expansion parameter is 1/N or, in many situations, 1/N2. We

might therefore hope that this approach will give us results that are quantitatively

correct at the 10% level.

6.1 A Quantum Mechanics Warm-Up: The Hydrogen Atom

We start by providing a simple example where a large N limit offers a novel way to

apply perturbation theory. The set-up is very familiar: the hydrogen atom.

In natural units, ℏ = c = ϵ0 = 1, the Hamiltonian of the hydrogen atom is

H = − 1

2m
∇2 − α

r
(6.1)

with α the fine structure constant. In our first course on Quantum Mechanics, we learn

the exact solution for the bound states of this system. But suppose we didn’t know

this. Can we try to approximate the solutions using perturbation theory?

Since there’s a small number, α ≈ 1/137, sitting in the potential term, you might

think that you could expand in α. But this is misleading. In the context of atomic

physics, the fine structure constant cannot be used as the basis for a perturbative

expansion. This is because we can always reabsorb it by a change of scale. Define

r′ = mαr. Then the Hamiltonian becomes,

H = mα2

[
−1

2
∇′ 2 − 1

r′

]
We see that the fine structure constant simply sets the overall scale of the problem.

This means that we expect the order of magnitude of bound state to be around

Eatomic = −mα2 ≈ −27.2 eV

In fact, the ground state energy is Eatomic/2 ≈ −13.6 eV, the factor of 1/2 coming from

solving the Schrödinger equation.

For our purposes this means that the hydrogen atom is, like Yang-Mills, a theory

with a scale but with no small, dimensionless parameter. How, then, to construct a

perturbative solution? One possibility is to generalise the problem from three dimen-

sions to N dimensions. The Hamiltonian remains (6.1), but now with ∇2 denoting the

Laplacian in RN rather than R3. Clearly we have increased the number of degrees

of freedom from 3 to N . We have also increased the symmetry group from SO(3) to

SO(N).
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We note in passing that we are not solving the higher dimensional version of the

hydrogen atom, since in that case the Coulomb force would fall-off as 1/rN−2. Instead,

we keep the Coulomb force fixed as 1/r and vary the dimension of space.

To see how this helps, we will focus on the s-wave sector. Here the Schrödinger

equation becomes

Hψ = mα2

(
−1

2

d2

dr′ 2
− (N − 1)

2r′
d

dr′
− 1

r′

)
ψ = Eψ

At leading order in 1/N , we can replace the (N − 1) factor by N . We’ll do this

because the equations are a little simpler, although if we were serious about pursuing

perturbation theory in 1/N , we would have to be more careful. We can now remove

the term that is first order in derivatives by redefining the wavefunction as ψ(r′) =

χ(r′)/r′N/2, leaving us with the rescaled Schrödinger equation

Hχ = mα2

(
−1

2

d2

dr′ 2
+

N2

8r′ 2
− 1

r′

)
χ = Eχ

We’ll make one further rescaling, and define a new radial coordinate, r′ = N2R. The

Schrödinger equation now becomes

Hχ =
mα2

N2

(
− 1

2N2

d2

dR2
+ Veff(R)

)
χ = Eχ with Veff(R) =

1

8R2
− 1

R

This rescaling has removed all N dependence from the effective potential. Instead, we

see that it appears in two places: the overall scale of the problem; and the effective

(dimensionless) mass of the particle, which can be read off from the kinetic term and

is meff = N2.

We’re left with a very heavy particle, moving in the one-dimensional effective poten-

tial Veff(R). In this limit, we can expand the potential in a Taylor series around the

minimum Rmin = 1/4. To leading order, we can then treat the problem as a harmonic

oscillator, centred on Rmin. Higher order terms in the Taylor series will affect the energy

only at subleading order in 1/N

To leading order, the ground state energy is given by Veff(Rmin). (The zero point

energy of the harmonic oscillator is suppressed by 1/meff ∼ 1/N2). This gives us our

expression for the ground state of the harmonic oscillator,

Eground =
mα2

N2

(
2 +O

(
1

N

))
If we now revert to the real world with N = 3, we get Eground ≈ 2mα2/9. The true

answer, as we mentioned above, is Eground = mα2/2.
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Of course, it’s a little perverse to apply perturbation to a problem for which there

is an exact solution. But the key idea remains: the extra degrees of freedom, together

with the restriction of O(N) symmetry, combine to render the problem weakly coupled

in the limit N →∞. We will now see how a similar effect occurs for Yang-Mills theory.

6.2 Large N Yang-Mills

The action for SU(N) Yang-Mills theory is

SYM = − 1

2g2

∫
d4x trF µνFµν

There is an immediate hurdle if we try to naively take the large N limit. As we saw in

Section 2.4, confinement and the mass gap all occur at the strong coupling scale ΛQCD
which, at one-loop, is given by

ΛQCD = ΛUV exp

(
− 3

22

(4π)2

g2N

)
If we keep both the UV cut-off ΛUV and the gauge coupling g2 fixed, and send N →∞,

then there is no parametric separation between the physical scale ΛQCD and the cut-off.

This is bad. To rectify this, we define the ’t Hooft coupling,

λ = g2N

We will consider the theory in the limit N → ∞, with both ΛUV and λ held fixed.

This ensures that the physical scale ΛQCD also remains fixed in this limit. Indeed,

throughout this section we will discuss how masses, lifetimes and scattering amplitudes

of various states scale with N . In all cases, it is ΛQCD which fixes the dimensions of

these properties.

With these new couplings, the Yang-Mills action is

SYM = −N
2λ

∫
d4x trF µνFµν (6.2)

This is the form we will work with.

6.2.1 The Topology of Feynman Diagrams

To proceed, we’re going to look more closely at the Feynman diagrams that arise from

the Yang-Mills action 6.2. We’ll see that, in the ’t Hooft limit N →∞, λ fixed, there

is a rearrangement in the importance of various diagrams.
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We will write down the Feynman rules for Yang-Mills. Each gluon field is an N ×N
matrix,

(Aµ)
i
j , i, j = 1, . . . , N

The propagator has the index structure

⟨Aiµ j(x)Akν l(y)⟩ = ∆µν(x− y)
(
δil δ

k
j −

1

N
δij δ

k
l

)
where ∆µν(x) is the usual photon propagator for a single gauge field. The 1/N term

arises because we’re working with traceless SU(N) gauge fields, rather than U(N)

gauge fields. But clearly it is suppressed by 1/N and so, at leading order in 1/N , we

don’t lose anything by dropping this term. We then have

⟨Aiµ j(x)Akν l(y)⟩ = ∆µν(x− y) δil δkj

This means that we’re really working with U(N) gauge theory rather than SU(N)

gauge theory

At this point, it is useful to introduce some new notation. The fact that the gauge

field has two indices, i, j, suggests that we can represent it as two lines in a Feynman

diagram rather than one. One of these lines represents the top index, which trans-

forms in the N̄ representation; the other the bottom index which transforms in the N

representation. Instead of the usual curly line notation for the gluon propagator, we

have

−→ ∼ λ

N
(6.3)

Note that each line comes with an arrow, and the arrows point in opposite ways. This

reflects the fact that the upper and lower lines are associated to complex conjugate

representations. The propagator scales as λ/N , as can be read off from the action

(6.2).

Similarly, the cubic vertex that come from expanding out the Yang-Mills action take

the form

−→ i

i

j

j k

k

∼ N

λ
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where we’ve now included the i, j, k = 1, . . . , N indices to show how these must match

up as we follow the arrows. (There is also a second diagram from the cubic vertex in

which the arrows are reversed.) Similarly, the quartic coupling vertex becomes

−→

i
j

k

l
i

l
k

j

∼ N

λ

Each vertex comes with a factor of N/λ. This also follows from the action 6.2. The

fact that the vertex comes with an inverse power of the coupling might be unfamiliar,

but it is because of the way we chose to scale our fields. It will all come out in the

wash, with the propagators compensating so that increasingly complicated diagrams

are suppressed by powers of λ as expected. We’ll see examples shortly.

As we evaluate the various Feynman diagrams, we will now have a double expansion

in both λ and in 1/N . We’d like to understand how the diagrams arrange themselves.

The general scaling will be

diagram ∼
(
λ

N

)#propagators(
N

λ

)#vertices
N#index contractions (6.4)

where the index contractions come from the loops in the diagram. To see this more

clearly, it’s best to look at some examples.

Vacuum Bubbles

To understand the Feynman diagram expansion, let’s start by considering the vacuum

bubbles. The leading order contribution is a diagram which, in double line notation,

looks like,

∼
(
λ

N

)3(
N

λ

)2

N3 ∼ λN2 (6.5)

Here the first two factors come from the 3 propagators and the 2 vertices in the diagram.

The final factor is important: it comes from the fact that we have three contractions

over the indices i, j, k = 1, . . . , N . These are denoted by the three arrows in the

diagram. Note that we get a contribution from the outside circle since we’re dealing

with vacuum bubbles.
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Similarly, at the next order in λ, we have the diagram

∼
(
λ

N

)6(
N

λ

)4

N4 ∼ λ2N2 (6.6)

There are now four contractions over internal loops. This diagram has the same N2

behaviour as our first one-loop diagram, but it is down in the expansion in ’t Hooft

coupling. It is easy to convince yourself that the two diagrams above give the leading

contribution (in N) to the free energy, which scales as ∼ O(N2). This reflects the fact

that Yang-Mills theory has N2 degrees of freedom.

However, there is another diagram that we could have drawn. This has the same

momentum structure as (6.5), but a different index structure. In double line notation

it takes the form,

∼
(
λ

N

)3(
N

λ

)2

N ∼ λ (6.7)

If you follow the loop around, you will find that there is now just a single contraction

of the group indices. The result is a contribution to the vacuum energy which occurs

at the same value of λ as (6.5), but is suppressed by 1/N2 relative to the first two

diagrams. This means that in the limit N → ∞, with λ fixed this diagram will be

sub-dominant.

We see that, among all the possible Feynman diagrams, a subset dominate in the

large N limit. The dominant diagrams are those which, like (6.5) and (6.6), can be

drawn flat on a plane in the double line notation. These are referred to as planar

diagrams. In contrast, diagrams like (6.7) need a third dimension to draw them. These

non-planar diagrams are subleading.

The large N limit has seemed to simplify our task. We no longer need to sum over

all Feynman diagrams; only the planar ones. This remains daunting. Nonetheless, as

we will see below, this new structure does give us some insight into the strong coupling

dynamics of non-Abelian gauge theory.
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The Gluon Propagator

The ideas above don’t just apply to the vacuum bubbles. A similar distinction holds

for any Feynman diagram. We can, for example, consider the gluon propagator (6.3).

A planar, one-loop correction is given by the diagramr

∼
(
λ

N

)4(
N

λ

)2

N ∼ λ2

N

Now we sum only over the indices on the internal loop, because we have fixed the

external legs. We see that this again gives a contribution with the same 1/N scaling

as the original propagator (6.3), but is down by a power of the ’t Hooft coupling.

Meanwhile, the following two-loop, non-planar graph scales as

∼
(
λ

N

)7(
N

λ

)4

∼ λ3

N3

and is suppressed by 1/N2 compared to the earlier contributions.

The Topology of Feynman Diagrams

Let’s understand better how to order the different diagrams. We’ll return to the vacuum

diagrams. The key idea is that each of these can be inscribed on the surface of a two

dimensional manifold of a given topology.

The planar diagrams can all be drawn on the surface of a sphere. This

Figure 48:

is because for any graph on a sphere, you can remove one of the faces and

flatten out what’s left to give the planar graph. The simplest example is

the vacuum diagram (6.5) which sits nicely on the sphere as shown on the

right.

In contrast, the non-planar diagrams must be drawn on higher genus surfaces. For

example, the non-planar vacuum diagram (6.7) cannot be inscribed on a sphere, but re-

quires a torus. It also requires more artistic skill than I can muster, but looks something

like .
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Figure 49: Examples of the simplest Riemann surfaces with χ = 2, 0 and −2.

In general, the Feynman diagram tiles a two dimensional surface Σ. The map is

E = # of edges = # of propagators

F = # of faces = # of index loops

V = # of vertices

From (6.4), a given diagram then scales as

diagram ∼ NF+V−EλE−V

But there is a beautiful fact, due to Euler, which says that the following combination

determines the topology of the Riemann surface

χ(Σ) = F + V − E (6.8)

The quantity χ(Σ) is called the Euler character. It is related to the number of handles

H of the Riemann surface, also called the genus, by

χ(Σ) = 2− 2H (6.9)

The simplest examples are shown in the figure. The sphere has H = 0 and χ = 2; the

torus has H = 1 and χ = 0; the thing with two holes in has H = 2 and χ = −2. In

this way, the large N expansion is a sum over Feynman diagrams, weighted by their

topology

diagram ∼ NχλE−V

For each genus, the Riemann surface can be tiled in different ways by Feynman diagram

webs, giving the expansion in the ’t Hooft coupling. There is no topological interpre-

tation of this exponent V − E. We’ll shortly discuss the implication of this large N

expansion.

The Euler Character

Before we proceed, it will be useful to get some intuition for why the Euler character

(6.8) is a topological invariant, and why it is given by (6.9).
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To see the former, it’s best to play around a little bit by deforming various diagrams.

The key manipulation is to take a face and shrink it to vanishing size. For example,

we have

Under such a transformation, the number of faces shrinks by 1: F → F−1. The number

of vertices has also decreased, V → V − 2, as has the number of edges, E → E − 3.

But the combination χ = F + V − E remains unchanged.

In all the examples above, we used only the cubic Yang-Mills vertex. Including the

quartic vertex doesn’t change the counting. This is because we can always split the

quartic vertex into two cubic ones,

The left hand side has V = 1 and E = 4, which transforms into the right hand side

with V = 2 and E = 5. We see neither χ, nor the power of λ depend on the kind of

vertex that we use.

This should help explain why the Euler character does not vary under manipulations

that make the diagram more and more complicated, but leave the underlying topology

unchanged. For the sphere, the example we drew above shows that χ = 2. For each

extra handle, we can consider first consider cutting a hole in the surface. We do this

by removing a face, leaving us with a boundary. To build a handle, we cut out two

faces, each of which is an n-gon. This reduces the number of faces F → F − 2. Now

we glue the faces together by identifying the perimeters of the holes. This act reduces

E → E − n and V → V − n. But the net effect is that for each handle we add,

χ→ χ− 2.

6.2.2 A Stringy Expansion of Yang-Mills

The large N limit of Yang-Mills has been repackaged as a sum over Riemann surfaces

of different topologies. But this is the defining feature of weakly coupled string theory.

This is discussed in much detail in the lectures on String Theory; here we’ll just mention

some pertinent facts.
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In string theory, the sum over Riemann surfaces is weighted by the string coupling

constant gs. By analogy, we see that

gs =
1

N

But there are also differences. In string theory, the Riemann surfaces are smooth

objects, which suffer quantum fluctuations governed by the inverse string tension α′.

This is a quantity with dimension [α′] = −2 and it is often written as α′ = l2s with ls
the typical size of a string. The fluctuations of the Riemann surface are really governed

by α′/L2 where L is the spatial size of the background in which the string propagates.

In contrast, the Riemann surfaces that arise in the large N expansion are not smooth

at all; they are tiled by Feynman diagrams and in the perturbative limit, λ ≪ 1,

the diagrams with the fewest vertices dominate. However, taken naively, it appears

that in the opposite limit λ ≫ 1, the diagrams with large numbers of vertices are

important. With some imagination, these can be viewed as diagrams which finely

cover the Riemann surface, so that it looks more and more like a classical geometry.

This suggests that, in the ’t Hooft limit, strongly coupled Yang-Mills may be a weakly

coupled string theory in some background, with

λ−1 ∼
(
α′

L2

)#

where I’ve admitted ignorance about the positive exponent #.

This is a bold idea. Weakly coupled string theory is a theory of quantum gravity,

and gives rise to general relativity at long distances. If we can somehow make the idea

above fly, then Yang-Mills theory would contain general relativity! But the strings and

gravity would not live in the d = 3 + 1 dimensions of the Yang-Mills theory. Instead,

we would find gravity in the “space in which the Feynman diagrams live”, whatever

that means.

So far, no one has made sense of these ideas for pure Yang-Mills. However, it is

now understood how these ideas fit together in a very closely related theory called

maximally supersymmetric (or N = 4) Yang-Mills which is just SU(N) Yang-Mills

coupled to a bunch of adjoint scalars and fermions. In that case, the strongly coupled

’t Hooft limit is indeed a theory of gravity in a d = 9 + 1 dimensional spacetime that

has the form AdS5 × S5. The d = 3 + 1 dimensional world in which the Yang-Mills

theory lives is the boundary of AdS5. This remarkable connection goes by the name of

the AdS/CFT correspondence or, more generally, gauge-gravity duality. It is a topic

for another course.
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It’s an astonishing fact that, among the class of gauge theories in d = 3+1 dimensions,

is a theory of quantum gravity in higher dimensional spacetime. It leaves us wondering

just what else is hiding in the land of strongly coupled quantum field theories.

6.2.3 The Large N Limit is Classical

We can use the large N counting described above to understand the scaling of correla-

tion functions.

In what follows, we consider gauge invariant operators which cannot be further de-

composed into colour singlets. Since Yang-Mills has only adjoint fields, this means that

we are interested in operators that have just a single trace. The simplest is

Gµν,ρσ(x) = trFµνFρσ(x)

There’s a slew of further operators in which we add more powers of Fµν inside the trace.

However, it’s important that the number of fields inside the trace is kept finite as we

take N → ∞, otherwise it will infect our N counting. This means, for example, that

we can’t discuss operators like detFµνF
µν . Of course, Yang-Mills also has non-local

operators – the Wilson loops – and much of what we say will hold for them. But, for

once, our main interest will be on the local, single trace operators.

We could also consider coupling our theory to adjoint matter, either scalars or

fermions. Restricting to the adjoint representation means that these new fields are

also N × N matrices, and the same 1/N counting that we developed above holds for

their Feynman diagram expansion. This gives us the option to build more single trace

operators, such as G = tr(ϕm) for a scalar ϕ, or combinations of scalars and field

strengths. Once again, we insist only that the number of fields inside the trace does

not scale with N .

We can compute correlation functions of any of these operators by adding sources in

the usual way,

SYM = N

∫
d4x − 1

2λ
trF µνFµν + . . .+ JaGa

where the . . . is any further adjoint matter that we’ve included, and where the operators

Ga denote any single trace involving strings of the field strength, the other adjoint

matter, or their derivatives. Note that we’ve scaled both fields and operators to keep

an overall factor of N in front of the action. The connected correlation functions can

be computed in the usual way by differentiating the partition function,

⟨G1 . . .Gp⟩c =
1

Np

δ

δJ1
. . .

δ

δJp
log Z[J ] (6.10)
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where the subscript c is there to remind is that we’re dealing with connected correlators.

Because the action, including the source terms, has the form S = N tr (something), our

previous large N counting goes over unchanged, and the free energy is dominated by

planar graphs at order log Z ∼ N2. (This conclusion would no longer hold if we

included multi-trace operators as sources, or if there were some other powers of N

that had somehow snuck unseen into the action.). We learn that connected correlation

functions of single trace operators have the leading scaling

⟨G1 . . .Gp⟩c ∼ N2−p (6.11)

where in this formula, and others below, we’re ignoring the dependence on the ’t Hooft

coupling λ.

The simple formula (6.11) is telling us something interesting: the leading contribution

to any correlation function comes from disconnected diagrams, rather than connected

diagrams. For example, any two-point function has a connected piece ⟨GG⟩ ∼ ⟨G⟩⟨G⟩ ∼
N2. This should be contrasted with the connected piece which scales as ⟨GG⟩c ∼ N0.

This means that the strict N →∞ limit of Yang-Mills is a free, classical theory. All

correlation functions of single trace, gauge invariant operators factorise. Said slightly

differently, quantum fluctuations are highly suppressed in the large N limit, with the

variance of any gauge singlet operator O given by

(∆G)2 = ⟨GG⟩ − ⟨G⟩⟨G⟩ = ⟨GG⟩c ∼ N0 ⇒ (∆G)2

⟨G⟩2
∼ 1

N2

Usually when we hear the words “free, classical theory”, we think “easy”. That’s not the

case here. The large N limit is a theory of an infinite number of single trace operators

Ga(x). If the theory is confining and has a mass gap, like Yang-Mills, each of these

corresponds to a particle in the theory. (We will make this connection clearer below.)

Or, to be more precise, each of the operators G(x) corresponds to some complicated

linear combination of particles in the theory. After diagonalising the Hamiltonian, we

will have a free theory of an infinite number of massive particles. Determining these

masses is a difficult problem which remains unsolved.

The large N limit does not only hold for confining theories. For example, maximally

supersymmetric Yang-Mills is a conformal field theory and does not confine. Now the

goal in the large N limit is to diagonalise the dilatation operator to find the conformal

dimensions of single trace operators. This is a difficult problem that is largely solved

using techniques of integrability.
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The fact that the large N limit is free leads to the concept of the master field. There

should be a configuration of the gauge fields Aµ on which we can evaluate any correlation

function to get the correct N → ∞ answer. (If we add more adjoint matter fields, we

would need to specify their value as well.) Once we have this master field, there is

nothing left to do: no fluctuations, no integrations. We just evaluate. Furthermore,

the master field should be translationally invariant so, at least in a suitable gauge, the

Aµ are just constant. In other words, all of the information about Yang-Mils in the

N →∞ limit is contained in four matrices, Aµ. The twist, of course, is that these are

∞×∞ matrices and, as a well known physicist is fond of saying, “you can hide a lot in

a large N matrix”. For pure Yang-Mills in d = 3+ 1 dimensions, no progress has been

made in understanding the master field in decades. For maximally supersymmetric

Yang-Mills, the master field should be equivalent to saying that the theory is really ten

dimensional gravity in disguise.

6.2.4 Glueball Scattering and Decay

The strict N →∞ limit is free, with the degrees of freedom organised in single trace op-

erators G(x). All of the difficulties of the strong coupling dynamics goes into diagonal-

ising the Hamiltonian to determine masses (or scaling dimensions) of the corresponding

states.

At large, but finite N , we introduce interactions between these degrees of freedom,

which must scale as some power of 1/N . Even though we can’t solve the N →∞ limit,

we can still get some useful intuition for the theory by looking at these interactions in

a little more detail.

To see this, let’s revert to pure Yang-Mills. We will assume that this theory confines

in the large N limit. There is no reason to think this is not the case but it’s important

to stress that we can currently no more prove confinement in the large N limit than at

finite N11. We consider the local glueball operators

G(x) = trFm(x) (6.12)

for some m ≥ 2. We’ve ignored the Lorentz indices, which endow each operator with a

certain spin. We could also include derivatives to increase the spin yet further.

11The Millennium Prize Problem requires that you prove confinement for all compact non-Abelian

gauge groups. This stipulation was put in place to avoid a scenario where confinement was proven

only in the large N limit. Apparently, the authors of the problem originally meant to find a different

phrasing, one that avoided the caveat of large N but would award a proof of confinement in, say,

SU(3) Yang-Mills. But they never got round to changing the wording. Like with all such prizes, if

you’re genuinely interested in the million dollars then you are probably in the wrong field.
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At large N , there is a connected component to the two point function which, with

the normalisation (6.11), scales as

⟨G(x)G(0)⟩c ∼ N0

which means that G(x) creates a glueball state with amplitude of order 1. In terms

of our original Feynman diagrams, this picks up contributions from very complicated

processes, such as the one below

=

In the large N limit, this is converted into tree-level propagation of gauge singlet

operators created by G(x). Importantly, the operator G(x) creates only single-particle

states. To see this, we can cut the diagram to see the intermediate state, as shown

below

We’ve now included i, j = 1, . . . , N indices to help keep track. To make something

gauge invariant, we need to take the trace, which means combining each index with its

partner. The only way to do this is to include all the internal legs together. This is the

statement that the internal state corresponds to a single trace operator. In contrast,

multi-particle states only propagate in non-planar diagrams where the internal lines

can be combined into multi-trace colour singlets.

The fact that the single-trace operator G(x) creates single particle states also follows

from the scaling of the correlation function (6.11). To see this, first suppose that the

statement isn’t true, and G creates a two particle state with amplitude order 1. Then

one could construct a suitable correlation function which has the value ⟨GG̃G̃G⟩ ∼ 1,

with the operators G̃ each interacting, with amplitude 1, with one of the the two

intermediate particles. But we know from large N counting (6.11) that ⟨GG̃G̃G⟩ ∼
1/N2. (There is actually an implicit assumption here that there is no degeneracy of

states at order N . But this is precisely the assumption of confinement.)
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So we can think of any two-point function ⟨G(x)G(0)⟩c as the tree-level propagation
of confined, single particle states. We are repackaging

∑
planar graphs

=
∑

single particles

In general, the only singularities in tree-level graphs are poles. (This is to be contrasted

with one-loop diagrams where we can have two-particle cuts, and higher loop diagrams

with multi-particles cuts.) This means that there should be some expansion of the

two-point function in momentum space as

⟨G(k)G(−k)⟩c =
∑
n

|an|2

k2 −M2
n

(6.13)

where an = ⟨0|G|n⟩, with |n⟩ the single particle state with mass Mn. But now there’s

something of a puzzle. At large k, Yang-Mills theory is asymptotically free, and we can

compute this correlation function to find that it scales as

⟨G(k)G(−k)⟩c → k2 log k2

Yet naively the propagator (6.13) would appear to scale as 1/k2 for large momentum.

The only way we can reproduce the expected log behaviour is if there are an infinite

number of stable intermediate states |n⟩, with an infinite tower of masses mn. This

coincides with our earlier expectations: as N →∞ Yang-Mills is a theory of an infinite

number of free particles.

At large but finite N , there can no longer be an infinite tower of stable, massive

particles. The heavy ones surely decay to the light ones. But this process is captured

by the correlation functions of the schematic form

⟨GGG⟩ ∼
∑

+ . . . ∼ 1

N

which tells us that the amplitude for a glueball to decay to two glueballs scales as 1/N ,

so their lifetime scales as N2. Similarly, for scattering we can turn to the four-point

function

⟨GGGG⟩ ∼
∑

+ + . . . ∼ 1

N2
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So the amplitude for gluon-gluon scattering scales as 1/N2.

6.2.5 Theta Dependence Revisited

We saw in Section 2.2 that Yang-Mills theory comes with an extra, topological pa-

rameter: the theta-term. How does this fare in the large N limit? The Lagrangian

is

LYM = − 1

2g2
trFµνF

µν +
θ

16π2
trFµν

⋆F µν

= N

(
− 1

2λ
trFµνF

µν +
θ

16π2N
trFµν

⋆F µν

)
With the appropriate factor of N sitting outside the action, we see that we should keep

θ/N fixed as we send N → ∞. The first question that we should ask is: does the

physics still depend on θ?

At first glance, it appears that the answer to this question should be no. The reasons

for this are two-fold. At leading order in perturbation theory, none of the planar graphs

appear to depend on θ. Moreover, the instanton effects which, at weak coupling, give us

θ dependence now scale as ∼ e−8π2/g2 ∼ e−8π2N/λ and so are exponentially suppressed

in the large N limit.

Although both of these arguments appears compelling, the conclusion is thought

to be wrong. It is believed that, at leading order in the 1/N expansion, the physics

continues to depend on θ (or, more precisely, on θ/N). Perhaps the simplest observable

is the ground state energy, defined schematically in the Euclidean path integral as

e−V E(θ) =

∫
DA exp

(
−
∫
d4x LYM

)
(6.14)

where V is the spacetime volume. Recall that, in Euclidean space, the theta term

weights the path integral as eiθν where ν is the topological winding of the configuration.

The large N arguments that we’ve seen above tell us that E ∼ N2. It is believed that

the θ dependence affects this quantity at leading order

E(θ) = N2h

(
θ

N

)
(6.15)

for some function h(x).
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There are two main reasons for thinking that θ dependence survives in the large N

limit. The first is that, in the presence of light quarks, the dependence can be seen

in the chiral Lagrangian; we will describe this in Section 6.4. The second is that both

the arguments we gave above also hold in toy models in two-dimensions (specifically

the CPN model that we will introduce in 7.3) where one can see that they lead to

the wrong conclusion. The loophole lies in the first argument; at leading order in the

1/N expansion we must sum an infinite number of diagrams, and interesting things can

happen for infinite series that don’t arise for finite sums.

To make this more concrete, let’s introduce the topological susceptibility,

χ(k) =

∫
d4x eik·x⟨tr (Fµν⋆F µν(x)) tr (Fρσ

⋆F ρσ(0))⟩ (6.16)

(Not to be confused with the Euler character that we encountered earlier.) Roughly

speaking, this tells us how the theory responds to changes in θ. In particular, the

ground state energy E(θ) has the dependence

d2E

dθ2
=

(
1

16π2N

)2

lim
k→0

χ(k) (6.17)

We can compute contributions to χ(k) in perturbation theory. One finds that, at

leading order in 1/N , each individual diagram has χ(k)→ 0 as k → 0. Nonetheless, it

is expected that the sum of all such diagrams does not vanish. No one has managed to

perform this calculation explicitly in four-dimensional Yang-Mills theory. To see that

such behaviour is indeed possible, you need only consider the series

f(k) = k2
∞∑
n=0

(−1)n

n!
logn k2 = k2 exp− log k2 = 1

The behaviour of the ground state energy (6.15) brings a new puzzle. The energy

depends on θ/N , but must obey E(θ) = E(θ + 2π). How can we reconcile these two

properties? The accepted answer – and the one which is seen in the CPN model – is

that there is a level crossing in the ground state as θ is varied. This works as follows: at

large N the theory is thought to have a large number of meta-stable, Lorentz-invariant

states that differ in energy. There are order N such states and, in the kth, the energy

is given by

Ek(θ) = N2h

(
θ + 2πk

N

)
The ground state energy is then

E(θ) = mink Ek (6.18)
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Figure 50: The vacuum energy as a function of θ.

We’re left with a function which is periodic, but not smooth. In particular, when θ = π

two levels cross.

What does the function E(θ) look like? First, we know that it has its minimum at

θ = 0. This is because the Euclidean path integral (6.14) is a sum over configurations

weighted by eiθ. Only for θ = 0 is this real and positive, hence maximising e−V E(θ),

and so minimising E(θ). Taylor expanding, we therefore expect that

E(θ) = mink
1

2
C(θ + 2πk)2 +O

(
1

N

)
where C = χ(0)/(16π2N)2. This is shown in the figure.

A general value of θ explicitly breaks time-reversal or, equivalently, CP . The two

exceptions are θ = 0 and θ = π. (We explained why θ = π is time reversal invariant in

Section 1.2.5). But, at θ = π, there are two degenerate ground states and time-reversal

invariance maps one to the other. We learn that, at large N Yang-Mills, time-reversal

invariance is spontaneously broken at θ = π. This coincides with our conclusion from

Section 3.6 using discrete anomalies.

6.3 Large N QCD

Our discussion in the previous section focussed purely on matrix valued fields. To get

closer to QCD, we add quarks, as Dirac fermions in the fundamental representation.

We rescale the quark field ψ →
√
Nψ, so that the action continues to have a factor

of N sitting outside,

SQCD = N

∫
d4x − 1

2λ
trF µνFµν + iψ̄ /Dψ
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We’ll stick with just a single quark field for now, but everything that we say will go

over for Nf flavours of quarks provided that we keep Nf fixed as N →∞.

The quark field carries just a single gauge index, ψi with i = 1, . . . , N . Correspond-

ingly, it is represented by just a single line in a Feynman diagram,

∼ λ

N

Meanwhile, the quark-gluon vertex is represented by

−→ ∼ N

We can now repeat the large N counting that we saw previously. We can start by

looking at contributions to the vacuum energy that include a quark loop. For example,

we have

−→ ∼
(
λ

N

)3

N2N2 ∼ λ3N

where the first factor of N2 comes from the two quark-gluon vertices, while the second

factor comes from the index loops. We see that this is subleading compared to the

pure glue vacuum diagrams which are ∼ N2. Including extra internal gluons, all planar

diagrams with a single quark loop on the boundary will continue to scale as ∼ N . This

is the leading order contribution to the vacuum energy that includes quarks. This is

simple to understand: the amplitude to create a quark is the same as the amplitude to

create a gluon, but there are N2 gluon degrees of freedom and only N quark degrees

of freedom.

If the quark loop does not run around the boundary, the diagram is suppressed yet

further. For example, consider the diagram

∼
(
λ

N

)6

N4N ∼ λ6N−1

Similarly, if we include internal quark lines in other Feynman diagrams, say the gluon

propagator, we again get a suppression factor of 1/N .
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We can again interpret the large N Feynman diagrams in terms of 2d surfaces.

However, now the surfaces are no longer closed. Instead, each quark loop should be

thought of as the boundary of a hole on the Riemann surface. Each boundary increases

the number of edges E by one, so a given Feynman diagram again scales as

diagram ∼ NF+V−E λE−V = NχλE−V

which is the same result that we had before. But now the expression for the Euler

character is

χ = 2− 2H −B

where B is the number of boundaries, or holes, in the surface.

In terms of string theory, the addition of quarks means that the large N limit includes

open strings, with boundaries, as well as closed strings. This is closely related to the

concept of D-branes in string theory.

6.3.1 Mesons

We can now rerun the arguments of Sections 6.2.3 and 6.2.4 for large N QCD. In

addition to the glueball operators (6.12), we also have the meson operators

J (x) =
√
N ψ̄Fmψ (6.19)

where the Fm can denote any number of field strengths, derivatives and gamma matri-

ces, so that J (x) is a local, gauge invariant operator that cannot be decomposed into

smaller colour singlets.

Note that we’ve included an overall factor of
√
N in (6.19). To see why this is, we

compute correlation functoins

⟨J1 . . .Jp⟩c ∼ N1−p/2 (6.20)

The first factor of N comes from the planar diagrams with a quark loop running

along the boundary. The normalisation factor of
√
N in (6.19) means that correlation

function scale as N−p/2 rather than as N−p. This normalises the two-point function as

⟨J J ⟩c ∼ N0, so J creates a meson state with amplitude 1.
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The same arguments that we used for pure Yang-Mills still apply here. The strict

N →∞ limit is again a free theory, now including infinite towers of both glueball and

meson states. In momentum space, the analog of the propagator (6.13) is

⟨J (k)J (−k)⟩c =
∑
n

|bn|2

k2 −m2
n

(6.21)

where bn = ⟨0|J |n⟩, with |n⟩ the single particle meson state with mass mn. As for glue-

balls, this expression is only compatible with the log behaviour of asymptotic freedom

if there is an infinite tower of massive meson states.

At large N , the three point function of meson fields

⟨J JJ ⟩ ∼ 1√
N

tells us that the amplitude for a meson to decay into two lighter mesons scales as 1/
√
N .

The lifetime of a meson is then typically of order N . They are shorter lived than the

glueballs. Similarly, the four point function of meson fields is

⟨J JJJ ⟩ ∼ 1

N

The amplitude for meson-meson scattering scales as 1/N .

We can also compute correlation functions of both glueballs and mesons. At leading

order, we have

⟨J1 . . .Jp G1 . . .Gq⟩ ∼ N N−p/2N−q

This means that the two-point function ⟨J G⟩ ∼ 1/
√
N , so mesons and glueballs don’t

mix at large N , even if they share the same quantum numbers. (We had assumed

when talking separately about meson and glueballs above, so it’s good to know it’s

true.) We can also extract the amplitude for a gluon to decay into two mesons which

is ⟨GJJ ⟩ ∼ 1/N , which is the same order as the decay into two gluons. Meanwhile,

the amplitude for a meson to decay into two gluons is ⟨J GG⟩ ∼ 1/N3/2. We see that

a gluon doesn’t much mind who it decays into, while a meson greatly prefers decaying

into other mesons.

The OZI Rule

The large N approach helps explain a couple of phenomenological facts that had been

previously observed to hold for QCD. In particular, note that the leading order meson
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decays have the form

∼ 1√
N

In such a process, one of the original quarks ends up in each of the final decay products.

In contrast, a process in which the two original quarks decay into pure glue which

subsequently produces two further mesons, is suppressed by an extra factor of 1/N ,

∼ 1

N3/2

This suppression was observed experimentally in the early days of meson physics and

goes by the name of the OZI rule (for Okubo, Zweig and Iizuka; it is also sometimes

called the Zweig rule).

The standard example is the ϕ vector meson, which has quark content ss̄. On energy

considerations alone, one would have thought this would decay to π+π−π0, none of

which contain a strange quark. In reality, this decay is suppressed by QCD dynamics,

and the ϕ meson decays primarily to K+K−, where the positively charged kaon has

quark content us̄. This fact is clearest in the 1/N expansion.

The large N expansion also makes it clear that we don’t expect to see meson bound

states or, more generally, q̄qq̄q states with four quarks. Such states are referred to as

exotics. The amplitude for meson interactions scales as 1/N , so such exotics certainly

don’t form in the large N limit. The lack of exotics in particle data book suggests that

this suppression extends down to N = 3.

6.3.2 Baryons

We now turn to baryons. These are a little more subtle because they contain N quarks,

anti-symmetrised over the colour indices. Nonetheless, as first explained by Witten,

they are naturally accommodated in the large N limit of QCD.

In what follows we will consider the large N limit with just a single flavour of quark,

although it is not difficult to include Nf > 1 flavours. The baryon is then

B = ϵi1...iNψi1 . . . ψiN (6.22)
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This is the large N analog of, say, the ∆++ in QCD which contains three up quarks,

or the ∆− which contains three down quarks.

We can start by modelling these as N distinct quark lines. A gluon exchange between

any pair of quarks is

−→ ∼ 1

N
(6.23)

where we’ve been more careful in the second diagram in showing how the arrows flow.

However, there 1
2
N(N − 1) ∼ N2 different pairs of quarks, so the total amplitude for a

gluon exchange within a baryon is order N .

There is a similar story for three body interactions. The gluon exchange is now

∼ 1

N2
(6.24)

but there are order N3 triplets of quarks, so again the total amplitude scales as N .

These simple arguments suggest that many-body interactions are all equally impor-

tant, and contribute to the energy of the baryon at order N . It is therefore natural to

guess that

Mbaryon ∼ N (6.25)

This is perhaps not a surprise since the baryon contains N quarks, and is certainly to

be expected in the non-relativistic quark model.

There’s a calculation which may give you pause. Consider the the gluon exchange

between two different pairs of quarks,

∼ 1

N2
(6.26)

But now there are ∼ N4 ways of picking two pairs of quarks, so it looks as if this

contributes to the energy at order N4 × N−2 ∼ N2. It seems like we get increasingly

– 323 –



divergent answers as we look at more and more disconnected pieces. In fact, this is

the kind of behaviour that we would expect if the baryon mass scales as (6.25). The

propagator for large times T then takes the form

e−iMbaryonT ≈ 1− iMbaryonT −
1

2
M2

baryonT
2 + . . .

For the diagram (6.26), each of the gluons can be exchanged at any time and so it

corresponds to the second order term in the expansion above which, we see, should

indeed scale as M2
baryon ∼ N2.

At this point, we could start to explore the interactions between baryons and mesons,

and build towards a fuller phenomenology of QCD. However, we won’t go in this di-

rection. Instead, I will point out a nice connection between baryons in the large N

expansion and another recurring topic from these lectures.

The Hartree Approximation

A particularly simple way to proceed is to assume that the quarks are non-relativistic.

This is not particularly realistic for QCD, but it will provide a simple way to shine a

light on the structure of the baryon. If each quark has mass m, we could try to model

their physics inside a baryon by the following Hamiltonian

H = Nm+
1

2m

N∑
i=1

p2i +
1

2N

∑
i ̸=j

V2(xij) +
1

6N2

∑
i ̸=j ̸=k

V3(xij, xjk) + . . .

where xij = xi− xj and the coefficients in front of the potentials are taken from (6.23)

and (6.24). We should also include all multi-particle potentials. As we have seen, it is

a mistake to think that these potentials are genuinely suppressed by the 1/N factors

in the Hamiltonian: these are compensated by the sums over particles, so each term

ends up of order N .

There is a straightforward variational approach to such many-body Hamiltonians

called the Hartree approximation. It is the first port of call in atomic physics, when

studying atoms with many electrons, and we met it in the lectures on Topics in Quan-

tum Mechanics. The idea is to work with the ansatz for the ground state wavefunction

given by

ψ(x1, . . . ,xN) =
N∏
i=1

ϕ0(xi)

Note that the quarks are fermions, but they have already been anti-symmetrised over

the colour indices (6.22), so it is appropriate that the wavefunction for the remaining

degrees of freedom is symmetric.
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The Hartree ansatz neglects interactions between the quarks. Instead, it is a self-

consistent approach in which each quark experiences a potential due to all the others.

This approach becomes increasingly accurate as the number of particles becomes large,

so it is particularly well suited to baryons in the large N limit.

Evaluating the Hamiltonian on the Hartree wavefunction gives

⟨ψ|H|ψ⟩ = N

[
m+

1

2m

∫
d3x |ϕ(x)|2 + 1

2

∫
d3x1d

3x2 V2(x12)|ϕ(x1)ϕ(x2)|2

+
1

6

∫
d3x1d

3x2d
3x3 V3(x12, x23)|ϕ(x1)ϕ(x2)ϕ(x3)|2

]
We then find the ϕ(x) which minimises this expression. This, obviously, is a hard

problem. But fortunately it is not one we need to solve in order to extract the main

lessons. These come simply from the fact that there is a factor of N outside the

bracket, but nothing inside. This confirms our earlier conclusion (6.25) that the mass

of the baryon indeed scales as Mbaryon ∼ N . But we also learn something new, because

whatever function ϕ(x) ends up being, it certainly does not depend on N . This means

that the size of the baryon – its spatial profile in ϕ(x) – is order 1.

The mass and size of the baryon are rather suggestive. Recall that the large N limit

is a theory of weakly coupled gauge singlets, interacting with coupling 1/N . This means

that the mass of the baryon scales as the inverse coupling, N , with the size independent

of the coupling. But this is the typical behaviour of solitons. For example, the ’t Hooft

Polyakov monopole that we met in Section 2.8 has a mass which scales as 1/g2 and a

size which is independent of g2. This strongly suggests that the baryon should emerge

as a soliton in large N QCD.

We have, of course, already seen a context in which baryons emerge as solitons:

they are the Skyrmions in the chiral Lagrangian that we met in Section 5.3. To my

knowledge, this connection has not been fully explained.

Before we move on, there is one further twist to the “baryons as solitons” story. The

mass of the baryon, N , is not quite like the mass of the monopole: it is proportional to

the inverse coupling, rather than the square of the inverse coupling. Returning to the

language of string theory that we introduced in Section 6.2.2, the mass of the baryon

scales as

Mbaryon ∼
1

gs

with gs = 1/N the string coupling constant. This suggests that baryons are a rather

special kind of soliton: they are D-branes. These are objects in string theory on which
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strings can end, and have a number of magical properties. (You can read more about

D-branes in the lectures on String Theory.) With its N constituent quarks, the baryon

is indeed a vertex on which N QCD flux tubes can end.

6.4 The Chiral Lagrangian Revisited

In this section, we will see what becomes of the chiral Lagrangian at large N . Let’s

first recall the usual story: Yang-Mills coupled to Nf massless fermions has a classical

global symmetry

G = U(Nf )L × U(Nf )R (6.27)

However, the anomaly means that U(1)A does not survive the quantisation process,

leaving us just with U(1)V × SU(Nf )L × SU(Nf )R. This is subsequently broken to

U(1)V × SU(Nf )V , and the resulting Goldstone modes are described by the chiral

Lagrangian.

How does this story change at large N . The key lies in the anomaly, which is given

by

∂µJ
µ
A =

g2Nf

8π2
trFµν

⋆F µν (6.28)

In the large N limit, we send g2 → 0 keeping λ = g2N fixed. This suggests that the

anomaly is suppressed in the large N limit and the quantum theory enjoys the full

chiral symmetry (6.27). This means that there is one further Goldstone mode that

appears: the η′ meson. In this section we will see how this plays out.

6.4.1 Including the η′

Our first steps are a straightforward generalisation of the chiral Lagangian derived in

Section 5.2. The chiral condensate takes the form

⟨ψ̄− ĩψ+ j̃⟩ = σΣĩj̃

but now with Σ ∈ U(Nf ) rather than SU(Nf ). (The ugly ĩ, j̃ = 1, . . . , Nf flavour

indices are to ensure that we don’t confuse them with the i, j colour indices we’ve used

elsewhere in this Section.) As before, we promote the order parameter to a dynamical

field, Σ → Σ(x), whose ripples describe our massless mesons, transforming under the

chiral symmetry G as

Σ(x)→ L†Σ(x)R (6.29)
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with L×R ∈ G. The overall phase of Σ is our new Goldstone boson, η′,

det Σ = eiη
′/fη′ (6.30)

We would now like to construct the Lagrangian consistent with the chiral symmetry

(6.29). Unlike, in Section 5.2, we now have two different terms with two derivatives,

(tr Σ†∂µΣ)
2 and tr(∂µΣ

†∂µΣ)2 (6.31)

The first term vanishes when Σ ⊂ SU(Nf ), but survives when Σ ⊂ U(Nf ). In other

words, it provides a kinetic term only for η′. Meanwhile, the second term treats all

Goldstone modes on the same footing.

Large N -ology tells us that all these mesons have the same properties and, in par-

ticular, to leading order in 1/N we have fη′ = fπ. This means that we need only the

second kinetic term and the chiral Lagrangian takes the same form as (5.7),

L =
f 2
π

4
tr(∂µΣ

†∂µΣ)2

We can compute the expected scaling of fπ with N . Recall that the pion decay constant

fπ is defined by (5.13)

⟨0|JaLµ(x)|πb(p)⟩ = −i
fπ
2
δab pµe

−ix·p

with JL a generator of the SU(Nf ) flavour current. At this point we need to be a

little careful about normalisations. The current J above is defined with the usual

kinetic kinetic term L ∼ iψ̄ /Dψ. Meanwhile, our large N counting used a different

normalisation in which there was an overall factor of N outside the action. Chasing

this through, means that the current JL is related to the appropriate normalised large

N current (6.19) by

JL =
√
NJL

We can then use the general result (6.20) to find

⟨JLJL⟩ =
∑
n

⟨0|JL|n⟩⟨n|JL|0⟩ ∼ N ⇒ ⟨0|JL|n⟩ ∼
√
N

This means that the pion decay constant scales as

fπ ∼
√
N
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6.4.2 Rediscovering the Anomaly

So far, things are rather easy. Now we would like to consider what happens at the

next order in 1/N . Obviously, we could add the other kinetic term in (6.31), splitting

fη′ and fπ. This doesn’t greatly change the physics and we will ignore this possibility

below. Instead, there is a much more dramatic effect that we must take into account,

because the anomaly now gives η′ a mass. How do we describe that?

We can isolate η′ by taking the determinant (6.30), and therefore introduce a mass

term by

L =
f 2
π

4
tr(∂µΣ

†∂µΣ)2 − 1

2
f 2
π m

2
η′ (−i log detΣ)2

Herem2
η′ is the mass which must vanish asN →∞. We will see shortly thatm2

η′ ∼ 1/N .

It is unusual to include a log term in an effective action. However, as we will now

see, it captures a number of aspects of the anomaly. To illustrate this, let’s first add

masses for the other quarks. As we saw in Section 5.2.3, this is achieved by including

the term

L =

∫
d4x

f 2
π

4
tr (∂µΣ† ∂µΣ)−

σ

2
tr
(
MΣ + Σ†M †)− 1

2
f 2
π m

2
η′ (−i log detΣ)2

with M a complex mass matrix. By a suitable SU(Nf ) × SU(Nf ) rotation, we can

always choose

M = eiθ/NM

where M is diagonal, real and positive. This final phase can be removed by a U(1)A
rotation, Σ→ e−iθ/NΣ to make the mass real. But this now shows up in the mass term

for the η′,

L =

∫
d4x

f 2
π

4
tr (∂µΣ† ∂µΣ)−

σ

2
tr
(
MΣ + Σ†M†)− 1

2
f 2
π m

2
η′ (−i log detΣ− θ)2

However, we’ve played these games before: in Section 3.3.3, we saw that rotating the

phase of the mass matrix in equivalent to introducing a theta angle. We conclude that

this is how the QCD theta angle appears in the chiral Lagrangian.

We can now minimise this potential to find the ground state. WithM diagonal, the

ground state always takes the form

Σ = diag
(
eiϕ1 , . . . , eiϕNf

)
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The exact form depends in a fairly complicated manner on the choices of mass matrix

M and theta angle. To proceed, we must make some assumptions. We will take mη

much bigger than all other masses, which means that we first impose the second term

as a constraint

Nf∑
i=1

ϕi = θ

We further look at the simplest case of a diagonal mass matrix: M = m1Nf
with

m > 0. We will then see how the ground states change as we vary θ.

For θ = 0, the ground state sits at Σ = 1. Now we increase θ. What happens next

differs slightly for Nf = 2 and Nf > 2. Let’s start with Nf = 2. As we increase θ,

the ground state moves to ϕ1 > 0 and the overall magnitude of the potential decreases.

At θ → π−, the ground state tends towards ϕ1 = π/2. At θ = π itself, the potential

vanishes for all ϕ1, which is symptomatic of a second order phase transition. If we now

increase θ just a little more, the ground state jumps to ϕ1 = −π/2, before moving back

towards ϕ1 = 0 as θ → 2π. The sequence is shown in the plots below for θ = 0, 2π
3
, π

and 4π
3
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The fact that the potential vanishes when θ = π is special to Nf = 2. The story

for Nf ≥ 3 is similar, except that there are now just two degenerate vacua at θ = π.

This is characteristic of a first order phase transition. The potential for Nf = 3 for

θ = 0, 2π
3
, π and 4π

3
is shown below.
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6.4.3 The Witten-Veneziano Formula

So far, we’ve happily incorporated the new η′ Goldstone boson into our chiral La-

grangian. However, this brings something of a puzzle, which is to reconcile the following

facts:

• The ground state energy is E(θ) ∼ N2 and depends on θ.

• Quarks contribute to quantities such as E(θ) at order N .

• All θ dependence vanishes if we have a massless fermion.

These three facts seem incompatible. How can the ∼ N contribution from quarks

cancel the ∼ N2 contribution from gluons to render E(θ) independent of θ?

To see how this might work, let’s consider schematically the contribution to the

susceptibility (6.16)

χ(k) =
∑

glueballs

N2a2n
k2 −M2

n

+
∑

mesons

Nb2n
k2 −m2

n

where Mn are the masses of glueballs, mn the masses of mesons, and an and bn the

amplitudes for trFµν
⋆F µν to create these states from the vacuum,

⟨0|trF ⋆F |nth glueball⟩ = Nan , ⟨0|trF ⋆F |nth meson⟩ =
√
Nbn

We want the second term to cancel the first in the limit k → 0. We can achieve this

only if there is some meson whose mass scales as m2 ∼ 1/N . But this tallies with our

discussion above; we expect that the η′ becomes a genuine Goldstone boson in the large

N limit. We’re therefore led to the conclusion

χ(0)
∣∣∣
Yang−Mills

=
Nb2η′

m2
η′

(6.32)

But we can now use our anomaly equation (6.28) to write

√
Nbη′ = ⟨0|F ⋆F |η′⟩ = 8π2N

λNf

⟨0|∂µJµA|η
′⟩ = 8π2N

λNf

pµ⟨0|JµA|η
′⟩

But we know from our discussion of currents in the chiral Lagrangian (5.13) that

⟨0|JµA|η′⟩ = −i
√
Nffπpµ. (The factor of

√
Nf here is a novel normalisation, but ensures

that fπ is independent of Nf in the large N limit.) We therefore find that
√
Nbη′ =

(8π2N/
√
Nfλ)fπm

2
η′ . Inserting this into (6.32), and using (6.17), we have

m2
η′ =

4Nf

f 2
π

d2E

dθ2

∣∣∣
θ=0

This is the Witten-Veneziano formula. Rather remarkably, it relates the mass of the η′

meson to the vacuum energy χ(0) of large N , pure Yang-Mills theory without quarks.
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It’s worth pausing to see how the N scaling works in this formula. While E(θ) ∼ N ,

we expect that d2E/dθ2 is of order 1. Meanwhile, fπ ∼
√
N . We then see that

m2
η′ ∼ 1/N as anticipated previously.

We don’t know how to measure the topological susceptibility χ(0) experimentally.

Nonetheless, we can use the Witten-Veneziano formula, with mη′ ≈ 950 and fπ ≈ 93

MeV and Nf = 3 to get d2E/dθ2 ≈ (150MeV)4.

6.5 Further Reading

The large N expansion in Yang-Mills was introduced by ’t Hooft in 1974 [97]. (’t Hooft

was astonishingly productive in those years!) Although we didn’t cover it in these

lectures, ’t Hooft quickly showed how these methods could be used to solve QCD in

two dimensions, a theory that is now referred to as the ’t Hooft model [98].

The discussion of baryons in the 1/N expansion is due to Witten [221], as is the

1/D expansion in atomic physics [223]. Witten goes on to apply the 1/D expansion to

helium. It’s clever, but also shows why chemists tend not to adopt this approach.

The fact that, despite all appearances, dependence on the θ angle survives in the

large N limit was first emphasised by Witten in [220]. The large N limit of the chiral

Lagrangian was constructed in [224, 41], and the Witten-Veneziano formula was intro-

duced in [222, 199]. The symmetry breaking pattern needed for the chiral Lagrangian

can be proven in the large N limit: this result is due to Coleman and Witten [31]. The

idea that QCD at θ = π spontaneously breaks time reversal was pointed out pre-QCD

and pre-theta by Dashen [38] and is sometimes referred to as the Dashen phase.

The tantalising connection between string theory and the large N expansion can be

made explicit in a number of low dimensional examples; the lectures by Ginsparg and

Moore are a good place to start [75]. In d = 3+1 dimensions, this relationship underlies

the AdS/CFT correspondence [129].

Coleman’s lectures remain the go-to place for a gentle introduction to the 1/N ex-

pansion [32]. Manohar has written an excellent review of the phenomenology of large

N QCD [132]. Any number of reviews on the gauge/gravity duality also contain a

discussion of 1/N and its relationship to string theory: I particularly like the lectures

by McGreevy [135].
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7. Quantum Field Theory on the Line

In this section, and the next, we describe the physics of relativistic quantum field

theories that live in d = 1 + 1 and d = 2 + 1 dimensions.

There are several reasons to be interested in quantum field theories in lower dimen-

sions. Perhaps most importantly, these field theories play important roles in condensed

matter systems. However, it turns out that it is often easier to solve quantum field the-

ories in lower dimensions. This makes them a testing ground where we can understand

some of the subtleties of field theory and build some intuition for the kinds of issues

arise when the interactions between fields becomes strong.

As we go down in dimension, we find an increased richness in the interactions that a

field theory can enjoy. More specifically, we find an increase in the number of relevant

and marginally relevant interactions that theories admit. These are the terms that

drive us from weakly coupled physics in the UV towards something more interesting

in the IR. In d = 3 + 1, this can only be achieved by non-Abelian gauge fields. As we

will see below, in lower dimensions we have other options. This means that Yang-Mills

theory, which has dominated our lectures so far, becomes somewhat less prominent in

the story of lower dimensional quantum field theories.

7.1 Electromagnetism in Two Dimensions

Maxwell theory in d = 1 + 1 dimensions is rather special. The gauge field is Aµ, with

µ = 0, 1 and the corresponding field strength has just a single component F01. The

action is given by

S =

∫
d2x − 1

2e2
F01F

01 + Aµj
µ

where jµ denotes the coupling to charged matter. Note that we have retained the

notation of Yang-Mills theory where the coupling constant e2 sits outside the action.

With this convention, the matter is taken to have integer valued electric charge.

Electromagnetism in d = 1 + 1 dimensions has a number of properties that are

rather different from its d = 3 + 1 dimensional counterpart. These occur both at the

classical and quantum levels. Let’s first look at some basic classical properties. The

first difference comes in the pure Maxwell theory, which has equation of motion

∂0F
01 = ∂1F

01 = 0 (7.1)

We see that this allow only for a constant electric field. In particular, there are no

electromagnetic wave solutions in d = 1 + 1 dimensions.
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This is an important point and it’s worth explaining from a slightly different per-

spective. In general d dimensional spacetime, the gauge field is Aµ with the index

running over µ = 0, 1, . . . , d − 1. However, not all of these components are physical.

The standard way to isolate the physical degrees of freedom is to use the gauge sym-

metry Aµ → Aµ + ∂µω to set A0 = 0. This leaves us with only the spatial gauge fields

A⃗. However, we still have to impose the equation of motion for A0 which is solved by

insisting that ∇ · A⃗ = 0. This projects out the longitudinal fluctuations of A⃗, leaving

us just with the transverse modes. The upshot is that the gauge field in d dimensions

carries d − 2 physical degrees of freedom. When d = 3 + 1, these are the familiar two

polarisation modes of the photon. However, in d = 1 + 1 dimensions, there are no

transverse modes and the electromagnetic field has no propagating degrees of freedom.

Now let’s look at what happens when we add matter. The classical equations of

motion are

1

e2
∂µF

µν = jν

We can consider placing a point charge q at the origin, so the equation that we have

to solve is

1

e2
∂1F

01 = qδ(x) ⇒ F 01 = qe2θ(x) + E (7.2)

where θ(x) is the Heaviside step function (θ(x) = 0 for x < 0 and θ(x) = 1 for x > 0)

and E is a constant background electric field which is typically fixed by the choice of

electric field at spatial infinity. We see that the electric field emitted by a point charge

in d = 1+1 dimensions is constant. (This is the same as the statement that a uniform

surface charge in d = 3 + 1 dimensions gives rise to a constant electric field.)

The energy contained in the electric field is

H =

∫
dx

1

2e2
F 2
01 (7.3)

This means that a classical point charge in d = 1 + 1 dimensions costs infinite energy.

The finite energy states must be charge neutral. To this end, consider a charge q at

position x = −L/2 and a charge −q at position x = +L/2. We have the equation of

motion

1

e2
∂1F

01 = q [δ(−L/2)− δ(+L/2)] ⇒ F 01 =

{
qe2 x ∈ (−L/2,+L/2)
0 otherwise

(7.4)
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where we have chosen the integration constant E in (7.2) to ensure vanishing electric

field at x = ±∞. The total energy (7.3) stored in the electric field is

H =
q2e2

2
L

We see that the energy grows linearly with the separation. In other words, electric

charges in d = 1+1 dimensions are classically confined. The reason is that the electric

field is forced to form a flux tube, simply because it has nowhere else to go.

7.1.1 The Theta Angle

As we described above, pure Maxwell theory in d = 1+1 dimensions has no propagating,

wave-like solutions. This does not, however, mean that the theory is completely devoid

of content. The classical equations of motion (7.1) still allow for constant electric fields.

As we now explain, this is enough to give rise to a Hilbert space in the quantum theory.

We also take this opportunity to add a new ingredient to pure Maxwell theory. This

is a θ term, analogous to the θ terms which we met in four dimensional gauge theories

in Sections 1.2 and 2.2. (In fact, such a term exists in any even spacetime dimension.)

The action is

S =

∫
d2x

(
1

2e2
F 2
01 +

θ

2π
F01

)
(7.5)

Like its four-dimensional counterpart, the theta term is a total derivative and does

not affect the classical equations of motion. Nonetheless, it does affect the quantum

spectrum.

Our first task is to isolate the dynamical degrees of freedom in pure Maxwell theory.

This is best illustrated by taking the theory to live on R×S1 where we take the spatial

S1 to have radius R. Although the theory has no propagating degrees of freedom, there

is a single physical mode which is spread all over the S1. It is known as the zero mode

ϕ(t) =

∫ 2πR

0

dx A1(x, t) (7.6)

The fact that ϕ(t) does not depend on space means that there is no sense in which

it propagates. Said another way, this just a single degree of freedom rather than the

infinite number of degrees of freedom — one per spatial point — that are typically

contained in a field theory.
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The quantity ϕ(t) is gauge invariant and dimensionless. Importantly, it is also peri-

odic. This arises from performing large gauge transformations of kind that we met a

number of times previously. These are single valued gauge transformations of the form

eiω(x), but where ω is not single valued. Instead ω obeys

ω(x = 2πR) = ω(x = 0) + 2πn for some n ∈ Z

The simplest such example, with n = 1, is just ω = x/R. Under such a gauge trans-

formation, we have

A1 → A1 + ∂xω = A1 +
1

R

Under this, or any gauge transformation with n = 1, the zero mode (7.6) transform as

ϕ→ ϕ+ 2π

This is the statement that ϕ is periodic.

The dynamics of ϕ follows from the Lagrangian

L =
1

4πe2R
ϕ̇2 +

θ

2π
ϕ̇

As usual, the θ term does not affect the classical equations of motion, but it does affect

the definition of the canonical momentum p, which is given by

p =
1

2πe2R
ϕ̇+

θ

2π

The Hamiltonian is then

H =
1

4πe2R
ϕ̇2 = πe2R

(
p− θ

2π

)2

This is precisely the problem of a particle moving on a circle in the presence of flux.

We already met this in Section 2.2 as an analogy which captures some of the aspects

of the four dimensional theta term. We also met it subsequently in Section 3.6 where

we saw that it exhibits some interesting discrete anomaly when θ = π; we won’t need

this fact in what follows.
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A familiar theme now emerges: although the classical physics remains unchanged

by θ, there is an important effect in the quantum physics. This arises because the

wavefunctions ψ should be single valued. The energy eigenstates are ψl = eilϕ with

l ∈ Z. The spectrum is given by

Hψl = Elψl with El = πe2R

(
l − θ

2π

)2

The spectrum is periodic in θ as expected. For θ ∈ (−π, π), the ground state is l = 0.

For θ = ±π, there are two degenerate ground states, l = 0 and l = ±1. If we increase

θ → θ+2π, then the spectrum remains the same, but all the states shift along by one.

This is a phenomenon known as spectral flow.

7.1.2 The Theta Angle is a Background Electric Field

There is a particularly simple interpretation of the θ angle in two dimensions: it gives

rise to a background electric field. We have already noticed that, classically, the equa-

tion of motion ∂1F
10 = 0 allows for a constant background electric field. In A0 = 0

gauge, this is given by

F01 =
1

2πR
ϕ̇ = e2

(
p− θ

2π

)
Evaluated on the state ψl, the electric field is given by

F01 = e2
(
l − θ

2π

)
l ∈ Z (7.7)

We see that the Hilbert space of pure Maxwell theory in d = 1 + 1 dimensions can

be thought of as describing integrally spaced, constant electric fields, shifted by the θ

angle.

The above analysis was all performed on a spatial circle of radius R. However, the

ultimate quantisation of the electric field (7.7) is independent of this radius. Indeed,

there is a particularly simple way to see that the θ angle gives rise to a background

electric field if we work on spatial R. We return to the action (7.5) which, noting that

the θ term is a total derivative, we rewrite as

S =

∫
d2x − 1

2e2
F01F

01 +
θ

2π

∮
dxµAµ

where the contour integral should be taken around the boundary of spacetime. Written

this way, it looks like the insertion of a Wilson line, with a particle of charge θ/2π at

x = −∞, together with a particle of charge −θ/2π at x = +∞. As we saw in the

classical analysis leading to (7.4), this results in an electric field F01 = −θe2/2π. This
agrees with the more careful quantum computation (7.7).
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Our discussion above suggests that something interesting happens when θ = π:

there are two degenerate ground states. These are the states (7.7) with l = 0 and

l = +1 which have F01 = ±e2θ/2π. If we were to change θ slowly, passing through the

value θ = π, we jump discontinuously from the background field F01 = −e2/2 to the

background field F01 = +e2/2. This is an example of a first order phase transition.

Our next task is to understand what happens to our theory when we include dynam-

ical matter.

7.2 The Abelian-Higgs Model

In this section, we consider a U(1) gauge theory coupled to a complex scalar field ϕ.

The action is

S =

∫
d2x

1

2e2
F 2
01 +

θ

2π
F01 + |Dµϕ|2 −m2|ϕ|2 − λ

2
|ϕ|4 (7.8)

We take the scalar field to have charge q = 1, so that Dµϕ = ∂µϕ − iAµϕ. In two-

dimensions, the gauge coupling has scaling dimension [e2] = 2. This means that elec-

tromagnetism will always be strongly coupled in the infra-red unless some other physics

kicks in at a higher scale. It will be straightforward to understand the dynamics of the

scalar when |m2| ≫ e2, but harder in the regime |m2| ≲ e2. In what follows, we will

discuss the Abelian-Higgs model in two different semi-classical regimes: m2 ≫ e2 and

m2 ≪ −e2.

m2 ≫ e2: For very large, positive m2, quantization of the scalar field simply gives us

particles and anti-particles, each of mass m and charge q = ±1. These particles then

interact through the two-dimensional Coulomb force. We will call this the Coulomb

phase.

To start our discussion, let’s focus on the case θ = 0. A particle of charge q = 1 gives

rise to a constant electric field, F01 = e2, which we take to be emitted to the right of

the particle. If an anti-particle, with charge q = −1, sits at a distance L, as shown in

the figure, then we are left with an energy in the electric field given by

E =
e2L

2
(7.9)

This linear growth in energy is the characteristic of confinement. We see that, in

d = 1 + 1 dimensions, confinement occurs rather naturally, with the electric field

automatically forming a flux tube. Indeed, in two dimensions, the Coulomb phase is

the same thing as the confining phase.
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Figure 51: When θ = 0, there is a con-

fining string between particles and anti-

particles

Figure 52: When θ = π, the string ten-

sions cancel on either side and alternat-

ing particles/anti-particles feel no long-

distance force.

There is, however, a limit to how far this flux tube can stretch. If we attempt to

separate a particle-anti-particle pair too far, then the energy stored in the string is

greater than the energy required to create a particle-anti-particle pair, and we expect

the string to break. This should happen for e2L/2 ≳ 2m or, L ≳ 4m/e2. The upshot

of this argument, is that we expect the spectrum of the theory to consist of a tower of

neutral meson-like states, each containing a particle and anti-particle. The low-lying

modes of this spectrum can be easily computed using a non-relativistic Schrödinger

equation, although we will not do so here12.

We could also ask how the theory responds if we insert test charges of q /∈ Z. A

particle-anti-particle pair will, once again, be confined by the electric field F01 = qe2.

However, the electric field cannot be removed by pair creation of ϕ particles, since these

can only result in a change ∆F01 = e2. We learn that these test particles are confined

no matter how far they are separated.

The story does not change much as we turn on θ, until we reach θ = π. Now

something more interesting can happen. Suppose that the electric field at x→ −∞ is

given by F01 = −e2/2. The presence of a particle of charge q means that the electric

field jumps to F01 = +e2/2. Since its magnitude doesn’t change, this particle is free

to roam along the line. We can follow this by a chain of alternating particles and

anti-particles, each of which is free to move at no extra cost of energy (ignoring any

short distance forces between the particles). In this case, the particles are no longer

confined, at least when placed with a particular ordering along the line.

m2 ≪ −e2: With a large negative mass-squared, the scalar condenses. The minimum

of the classical potential lies at

|ϕ|2 = −m
2

λ
(7.10)

12See, for example, the discussion of the linear potential and Airy function in the lectures on

Applications of Quantum Mechanics.
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Our naive expectation is that we now lie in the Higgs phase, with the electric field

screened and the charged particles free to roam at will. Rather strikingly, this naive

expectation is completely wrong. Instead, it turns out that the physics in this regime

is exactly the same as the physics when m2 ≫ e2. As we now explain, this is due to a

special property of Abelian gauge theories in two dimensions.

7.2.1 Vortices

The new ingredient is the existence of vortices. These are solutions to the equations

of motion that exist when the theory is formulated in the Euclidean space. These

same vortices were discussed in Section 2.5.2, where they arise as string-like solutions

in d = 3 + 1 dimensions. In contrast, these same solutions will now be localised in

spacetime; they play a role similar to the instantons discussed in Section 2.3 although,

as we shall see, their effect is arguably more profound: they destroy the long-range

order (7.10).

To see this, let’s first formulate the action in Euclidean space. We write the action

(7.8) as

SE =

∫
d2x

1

2e2
F 2
12 +

iθ

2π
F12 + |Diϕ|2 +

λ

2

(
|ϕ|2 − v2

)2
(7.11)

where now i = 1, 2. We have written the Higgs vev as v2 = −m2/λ. A finite action

configuration requires |ϕ| → v as r → ∞. The provides us with some interesting

topology: the asymptotic S∞ of Euclidean spacetime is mapped into the S1 defined

by |ϕ| = v. Mathematically, this means that field configurations are characterised by

Π1(S
1) = Z, in which the phase of ϕ winds asymptotically. For example, we may take

ϕ→ einθv (7.12)

where θ is the polar coordinate on the spatial R2. This is single valued for n ∈ Z. This

integer n is called the winding. Configurations with n > 0 are called vortices; those

with n < 0 are anti-vortices.

However, a scalar that winds in this way has infinite action unless it is also accom-

panied by non-vanishing gauge field. This is because the gradient terms are given

by ∫
d2x |∂iϕ|2 =

∫
dθdr r

1

r2
|∂θϕ|2 + . . . = 2π

∫ ∞

0

dr
n2

r
|ϕ|2 + . . .

which is logarithmically divergent. We see that the trouble arises because the gradient

terms fall off too slowly, as 1/r. To compensate for this, we must turn on a gauge field
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Ai, such that Diϕ = ∂iϕ− iAiϕ falls off at a faster rate. For a configuration that winds

as (7.12), this ensures that the gauge field must take the asymptotic form Aθ → n/r

which, in turn, tells us that vortices are accompanied by a quantised flux

1

2π

∫
d2x F12 =

1

2π

∮
dθ rAθ = n (7.13)

One can construct solutions to the equations of motion with this asymptotic behaviour

by working with an ansatz of the form ϕ(x) = einθgn(r) and Aθ = nfn(r), where

the radial functions gn(r) and fn(r) the second order differential equations subject to

certain boundary conditions. The exact form of these solutions will not concern us

here: all we need is the statement that solutions always exist for n = ±1. In this

solution, the flux is restricted to a region of size 1/ev, while the scalar field deviates

from the vacuum over a region 1/
√
λv. We’ll denote the vortex size, a, by the larger

of these two scales,

a = max

(
1

ev
,

1√
λv

)
We will also denote the real part of the action for a single, n = ±1, vortex as Svortex.

Because the vortices come with flux (7.13), their contribution to the path integral will

have the characteristic form

e−Svortex±iθ/2π

where the ± sign distinguishes a vortex from an anti-vortex.

So much for solutions with n = ±1. What about vortices with higher winding? It

turns out that solutions exist for higher n, but only when λ < e2. Nonetheless, we

shall not make use of these solutions. Instead, it will suffice to consider a dilute gas of

n = ±1 vortices separated by distances ≫ a.

Summing over Vortices

Let’s start by computing the partition function,

Z[θ] =

∫
DADϕ exp (−SE[A, ϕ])

As always, the partition function depends on the parameters, or sources, of the ac-

tion. As the notation suggests, we will be particularly interested in the dependence on

the theta angle. In the semi-classical approximation, this path integral gets contribu-

tions from the (approximate) solutions of far-separated vortices and anti-vortices. The
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strategy for performing these kinds of calculations was sketched in Section 2.3.3 in the

context of the double well potential in quantum mechanics. The contribution from a

single vortex takes the schematic form

Zvortex[θ] = V K e−Svortex+iθ/2π

Here V denotes the volume of spacetime (which, of course, is really an area since we are

in two dimensions). This factor comes from the fact that the vortex can sit anywhere.

V is, of course, infinite if we work on R2 but it will prove useful to consider it finite

for now. The factor K comes from computing the one-loop determinant contribution

around the background of the vortex; it will depend on parameters such as e2, v2

and λ but its precise form will not be important for our needs. Finally, we have the

characteristic exponential suppression of the vortex. Similarly, for an anti-vortex we

have

Zanti−vortex[θ] = V K e−Svortex−iθ/2π

For our final expression, we sum over a dilute gas with all possible combinations of p

vortices and p̄ anti-vortices, to get

Z[θ] =
∑
p,p̄

1

p!p̄!
(V K e−Svortex)p+p̄ ei(p−p̄)θ/2π = exp

(
2V K e−Svortex cos θ

)
(7.14)

What physics can we extract from this? First, this result tells us how the ground state

energy varies as a function of θ. For this, we need to recall the interpretation of the

partition function as a propagator between states,

Z[θ] = ⟨θ|e−HT |θ⟩ = ⟨θ|e−E0T |θ⟩

If we write V = LR, with T the size of the temporal direction, and R the radius of the

spatial direction, then we find the ground state energy density

E0(θ)

R
= −2K e−Svortex cos θ (7.15)

We can also compute the expected value of the background electric field. This is

⟨F12⟩ = −
2πi

V

∂

∂θ
log Z[θ] = 4πiK e−Svortex sin θ

The fact that the right-hand-side is imaginary should not concern us; after Wick ro-

tating back to Lorentzian signature, we get the result

⟨F01⟩ = 4πK e−Svortex sin θ

We see that turning on a θ angle once again induces a background electric field. Ad-

mittedly, there are some differences from the case of pure electromagnetism (7.7) or,

indeed, the case of m2 ≫ e2. In particular, the electric field is maximum at θ = π/2,

rather than θ = π.
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Classically, the energy density in the electric field is proportional to F 2
01. Quantum

mechanically, the energy density (7.15) is not proportional to ⟨F01⟩2; instead, it is

proportional to ⟨F 2
01⟩ ∼ ∂2/∂θ2 log Z. This is telling us that there are large fluctuations

in the electric field. At θ = π, it is these fluctuations which are contributing to the

energy, even though ⟨F01⟩ = 0.

Note in particular, that when θ = π, there is a change in the vacuum structure: when

m2 ≫ e2, there were two values for the electric field, ⟨F01⟩ = ±e2/2, while for m2 ≪ e2

there is just one, ⟨F01⟩ = 0. This behaviour is characteristic of a phase transition and

we will return to it shortly when we sketch the phase diagram of the theory.

7.2.2 The Wilson Loop

We can now address our main question of interest: when m2 ≪ −e2, are charged

particles screened, as one would expect in a Higgs phase? To answer this we use the

Wilson loop, introduced in Section 2.5.3, describing the insertion of a particle with

charge q, and an anti-particle with charge −q,

W [C] = exp

(
iq

∮
C

A

)
(7.16)

Here C is the rectangular loop; the particle and anti-particle are separated by a spatial

distance L, and propagate for time T ′. We will take each of these distances to be much

larger than the size of the vortices, so L, T ′ ≫ a, but much smaller than the size of our

universe, so L≪ R and T ′ ≪ T .

We would like to compute the expectation value of the Wilson loop,

⟨W [C]⟩ = 1

Z

∫
DADϕ W [C] exp (−SE[A, ϕ]) (7.17)

But this is particularly simple in the semi-classical approximation. First, we assume

that we can divide all (anti) vortices into those inside the loop C, and those outside.

This ignores those vortices that happen to overlap with the curve C, but these should

be negligible when C is large. In the semi-classical approximation, the expression (7.17)

decomposes into two pieces; one from inside the loop and the other from outside the

loop, ∫
DADϕ W [C] exp (−SE[A, ϕ]) = Z̃inside[θ] Z̃outside[θ]

The contribution from outside the loop is given by our original expression for Z[θ]

(7.14), but with the area of spacetime V reduced by the area of the loop,

Z̃outside[θ] = exp
(
2(V − LT ′)K e−Svortex cos θ

)
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Meanwhile, the Wilson loop affects only the contribution Z̃inside from inside the loop.

In a given background, the Wilson loop (7.16) simply counts the total winding number,

ν = #(vortices)−#(anti-vortices) in the loop.

W [C] = eiqν

Comparing to the expression (7.14), we see that the Wilson loop effectively shifts the

theta angle θ → θ + 2πq. We therefore have

Z̃inside[θ] = exp
(
2LT ′K e−Svortex cos(θ + 2πq)

)
Combining these results, the expectation value of the Wilson loop becomes

⟨W [C]⟩ = exp
(
2LT ′K e−Svortex [cos(θ + 2πq)− cos θ]

)
Our task now is to interpret this result. First notice that, for q /∈ Z, the Wilson loop

exhibits an area law, telling us that the charges are confined. The string tension is

given by the energy density

E

L
= 2K e−Svortex [cos(θ + 2πq)− cos θ] (7.18)

This is already surprising, since it disagrees with our naive expectation that all charges

should be screened in the Higgs phase. Instead, charges q /∈ Z are confined, just as

they are in the Coulomb phase with m2 ≫ e2. In contrast, the string tension vanishes

for q = 1. But, this too, agrees with the Coulomb phase picture, where pair creation of

ϕ particles results in the string breaking, and the test particles forming gauge neutral

meson states.

We learn that, in the d = 1+1 Abelian Higgs model, there is no qualitative distinction

between the behaviour of the theory at m2 ≫ e2 and m2 ≪ −e2. In both cases, the

charged particles are confined. The only difference is a quantitative one: the string

tension (7.18) is exponentially suppressed when m2 ≪ −e2, compared to its value (7.9)

when m2 ≫ e2.

The Phase Diagram of the Abelian Higgs Model

The discussion above strongly suggests that there is no phase transition as we move

from m2 ≫ e2 to m2 ≪ −e2: the would-be Higgs phase is washed away by vortices,

leaving us only with the Coulomb phase.
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Figure 53: The phase diagram of the 2d Abelian Higgs model

However, there is one remaining subtlety, which occurs at θ = π. As we saw above,

there are two degenerate ground states, ⟨F01⟩ = ±e2/2 whenm2 ≫ e2, with a first order

phase transition between them as we vary θ through π. In contrast, there is a unique

ground state ⟨F01⟩ = 0 when m2 ≪ −e2. This line of first order phase transitions must

end somewhere. The simplest possibility is that it ends at a critical point at some

value of the mass, presumably around m2 ∼ −e2. Since the order parameter, F01, is

a parity-odd real scalar, it is natural to conjecture that this critical point is described

by the d = 2 Ising CFT. The resulting phase diagram for the d = 1 + 1 Abelian Higgs

model is shown in the figure.

(As an aside: The story above is similar, but ultimately different, from the story

from the XY-model in d = 1 + 1 dimensions. This theory describes a complex scalar

without the associated gauge field and was discussed in the lectures on Statistical Field

Theory. Once again, vortices play an important role, but this time they induce the

Kosterlitz-Thouless phase transition.)

7.3 The CPN−1 Model

We now turn to a theory that is closely related to the Abelian Higgs model. It consists

of N complex scalars, ϕa, a = 1, . . . , N , each coupled to a U(1) gauge field with charge

q = +1.

Our interest will lie in the theory where all scalars have negative m2 so, following

(7.11), we write the action in Euclidean space as

S =

∫
d2x

1

2e2
F 2
12 +

θ

2π
F12 +

N∑
a=1

|Diϕa|2 +
λ

2

( N∑
a=1

|ϕa|2 − v2
)2

(7.19)
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Note that our theory has a SU(N) global symmetry, acting in the obvious way on

the ϕa. This will be important below. As always, we would like to ask: what is the

low-energy physics? This arises in the limit e2 →∞ and λ→∞.

We can first look classically. At low-energies, the scalars sit in the minima of the

potential,

N∑
a=1

|ϕa|2 = v2 (7.20)

This restricts the values of the complex ϕ fields to lie on a S2N−1 sphere of radius v2.

But we still have to divide out by gauge transformations. These identify configurations

related by

ϕa → eiαϕa

We’re left with scalar fields ϕa which parameterise the manifold,

S2N−1/U(1) = CPN−1

The manifold CPN−1 is known as complex projective space; it can be equivalently

defined as the space of all complex lines in CN which pass through the origin. CPN−1

has real dimension 2(N − 1), or complex dimension N − 1, and should be thought of

as the complex analog of a round sphere, with the SU(N) global symmetry descending

to an isometry of CPN−1.

To proceed, we could choose to parameterise the ϕa by coordinates Xm on CPN−1.

Plugging this back into our action would result in a non-linear sigma model of the kind

S =

∫
d2x gmn(X) ∂iX

m∂iX
n (7.21)

where gmn(X) is the metric on CPN−1. (There is an additional term coming from the

theta angle that we will discuss below.) For our purposes, however, it will prove more

useful to work with the action (7.19); this form of the action is sometimes referred to

as a gauged linear sigma model.

Classically, we learn that our CPN−1 model describes N − 1, interacting, massless

complex scalars. These are Goldstone modes. Indeed, picking a solution to (7.20)

breaks the global SU(N) symmetry to SU(N −1)×U(1), and the target space CPN−1

can equivalently be written as the coset space

CPN−1 =
SU(N)

SU(N − 1)× U(1)
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The interactions between the Goldstone modes are determined by the coupling v2,

which is the size of CPN−1 or, more pertinently, the inverse curvature. This means

that the theory is weakly coupled when v2 ≫ 1, and strongly coupled when v2 ≪ 1.

However, as we should now expect: we don’t get to choose, since quantum fluctuations

will cause v2 to change as we flow towards the infra-red. Do we flow to weak coupling

or strong coupling? As we will see below, the answer is that we flow to strong coupling:

the CPN−1 sigma model in two dimensions is asymptotically free.

7.3.1 A Mass Gap

Rather than compute the beta function for v2, we will instead jump straight to figuring

out the low-energy dynamics. This will give us the interesting information that we care

about and, indirectly, also allow us to extract the beta function.

We’re interested in the low-energy limit, e2, λ→∞. We force the fields to live in the

minima (7.20) by using a Lagrange multiplier constraint, and replace the action (7.19)

with

S =

∫
d2x

N∑
a=1

|Diϕa|2 + iσ
( N∑
a=1

|ϕa|2 − v2
)
+
iθ

2π
F12 (7.22)

where σ is now a dynamical field. Note that σ comes with a factor if i because we want

it to impose the constraint (7.20) as a delta function. This will result in some strange

looking factors of i in the effective potential below. However, upon Wick rotating back

to Lorentzian signature, σ → iσ and everything looks nice and real again

We have succeeded in writing the path integral so that the ϕa occur quadratically.

They can now be happily integrated out, and we’re left with the partition function,

Z =

∫
DADσDϕDϕ⋆ e−S =

∫
DADσ e−Seff

with

Seff = N tr log
(
− (∂i − iAi)2 + iσ

)
− i
∫
d2x

(
v2σ +

θ

2π
F12

)
(7.23)

The problem is that we’re now left with a very complicated looking path integral over

the auxiliary A and σ. In general, this is hard. However, some respite comes from

the factor of N in front of the first term, which suggests that one can evaluate the

integral using the saddle point in the limit N →∞. The is rather similar to the large

N expansion that we met in Section 6 for Yang-Mills. It turns out, perhaps reasonably,

that theories like the CPN−1 model, where the number of fields grows linearly with N ,

are much easier to deal with than Yang-Mills, where the number of fields grows as N2.
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To proceed, we will first restrict to configurations with Ai = 0, and extract an

effective potential for the constant value of the auxiliary scalar σ. The trace above is

an integral over momentum,

Veff(σ) = N

∫
d2k

(2π)2
log(k2 + iσ)− iv2σ

The integral is divergent and requires us to introduce a UV cut-off ΛUV . Performing

the integral then gives

Veff(σ) =
N

4π

[
iσ log

(
iσ + Λ2

UV

iσ

)
+

1

2
Λ2 log

(
iσ + Λ2

UV

Λ2
UV

)]
− iv2σ

=
N

4π
iσ

[
1− log

(
iσ

Λ2
UV

)]
− iv2σ + . . . (7.24)

where, to reach the second line, we’ve Taylor expanded in σ/Λ2
UV , and the . . . include

constant terms and terms which vanish as Λ2
UV →∞.

We still have to do the path integral over σ and that will, in general, be hard.

However, the overall factor of N provides a glimmer of hope, because it means that the

integral will be dominated by the saddle point in the N →∞ limit. This saddle point

is given by

∂Veff
∂σ

= 0 ⇒ N

4π
log

(
iσ

Λ2
UV

)
= −v2

⇒ iσ = Λ2
UV exp

(
−4πv2

N

)
(7.25)

There are a number of different lessons to take from this. First, note that the CPN−1

model has undergone the phenomenon of dimensional transmutation that we saw in

Yang-Mills theory. The original Lagrangian (7.19) has only dimensionless parameters

(at least, this is true after we have sent e2 →∞). Nonetheless, the theory generates a

physical dimensionful scale, arising from the UV cut-off ΛUV in the partition function,

ΛCPN−1 = ΛUV exp

(
−2πv2

N

)
(7.26)

The scale ΛCPN−1 is entirely analogous to ΛQCD (2.59) that arises in Yang-Mills. While

the cut-off ΛUV is unphysical, the low-energy ΛCPN−1 is the scale at which interesting

physical things can happen. This is sensible only because the dimensionless coupling

v2 runs under RG. In (7.26) the coupling should be thought of as being evaluated at

the cut-off, v2 = v2(ΛUV ). More generally, the physical scale is written as

ΛCPN−1 = µ exp

(
−2πv2(µ)

N

)
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From the requirement that this physical scale is invariant RG we can extract the beta-

function for v2,

dΛCPN−1

dµ
= 0 ⇒ µ

dv2

dµ
=
N

2π
(7.27)

This tells us that v2 gets smaller as we flow towards the IR (small µ). From our previous

discussion, we know that this is the strong coupling limit of the CPN−1 model. In other

words, this beta function tells us that, just like Yang-Mills, theCPN−1 model is strongly

coupled in the IR, and asymptotically free in the UV.

Although the physics very much parallels that of Yang-Mills theory, it’s worth point-

ing out the logic of our derivation is somewhat different. For Yang-Mills, we started off

by computing the one-loop beta function and, from that, extracted the physical scale

ΛQCD. For the CPN−1 model, our discussion ran the other way round. Both are valid.

So far, we’ve figured out that there is a dynamically generated scale ΛCPN−1 . But

what happens at this scale? To see this, we need to note that, from (7.25), we have

iσ = Λ2
CPN−1 . But substituting this into (7.22), we see that an expectation value

for σ acts as a mass term for our original fields ϕa. In other words, the 2d CPN−1

sigma model is not a theory of massless Goldstone modes at all! In the quantum

theory, these massless modes pick up a mass given by ΛCPN−1 . Moreover, the SU(N)

global symmetry is restored at low-energies. This is an example of the Mermin-Wagner

theorem which states that there can be no Goldstone bosons in two dimensions13.

Once again, we see the close analogy with Yang-Mills. Both theories appear massless

but actually have a gap. The difference is that we can actually show this for the CPN−1

model.

7.3.2 Confinement

So far we have ignored the role of the gauge field in the effective action (7.23). At

leading order, the effect of integrating out the scalars ϕa is captured by two Feynman

13We met another example of the Mermin-Wagner theorem in the lecture notes on Statistical Field

Theory. There we discussed the O(N) model, a non-linear sigma model with target space SN ; it is the

real version of the CPN−1 model. Indeed, the first two models in each class coincide at the bottom

of the list, since CP1 = S3. After this, the models differ. In particular, the CPN−1 models have

instantons for all N , while the O(N) models do not for N ≥ 4. Nonetheless, the two classes of models

share the same fate. Both are gapped at low-energies.
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diagrams:

+

These generate a Maxwell kinetic term

Seff = − N

48π2Λ2
CPN−1

FµνF
µν

Note that we started with a Maxwell term in our original action (7.19), but sent e2 →
∞. This was to no avail: we generate a new term at one-loop, now with a coefficient

that is comparable to the mass gap in the theory.

The upshot of our discussion is that low-energy physics of the CPN−1 model is that

of N massive scalars, each with mass m = ΛCPN−1 , interacting through an unbroken

U(1) gauge field. As we saw in Section 7.1, electromagnetism gives rise to a linear,

confining force between charged particles in two dimensions. The original scalars ϕa

transform in the N of the SU(N) global symmetry. We learn that not only are these

now massive, but they are also confined. The physical spectrum of the theory consists

of massive, SU(N) singlets. These are mesons, constructed from ϕ and ϕ⋆.

7.3.3 Instantons

The low-energy physics of the CPN−1 model is very similar to that of the Abelian

Higgs model that we met in Section 7.2. In both cases, the quantum theory eschews

the Higgs phase, and the fundamental excitations are confined. Yet the way we reached

these conclusions is rather different. For the Abelian Higgs model, we placed the blame

firmly on the instantons (which we identified as vortices); for the CPN−1 model, we

reached the same conclusion but using the large N expansion.

We could ask: are there instantons in the CPN−1 model? And, if so, what role do

they play?

The answer to the first question is: yes, the CPN−1 model does have instantons.

There are actually two different ways to see this. If we start with the gauged linear

model (7.19), then the instantons again arise as vortices. (Vortices with more than one

scalar field sometimes go by the unhelpful name of “semi-local vortices”.) They are

labelled by a winding number

n =
1

2π

∫
d2x F12 (7.28)
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Alternatively, if we work with the non-linear sigma-model (7.21), these instantons show

up in a rather different guise. Here field configurations are a map from spatial R2 7→
CPN−1. However, we must first choose a point on the CPN−1 target space which is

the vacuum. This choice breaks the SU(N) symmetry down to SU(N − 1) × U(1).

The requirement that the fields asymptote to this vacuum point at spatial infinity

means that field configurations are really a map from S2 7→ CPN−1, and these are

characterised by the winding number

Π2

(
CPN−1

)
= Z

This winding is given by

n =
1

2πi

∫
d2x ∂µϵµν (ϕ

⋆
a∂νϕa)

One can show that this coincides magnetic flux (7.28) using the equation of motion for

Aµ from (7.19).

These instantons have a number of interesting properties. One can show that their

action is given by

Sinstanton = 2πv2 (7.29)

The scale invariance of the classical 2d sigma model means that the instantons cannot

have a fixed size. Instead, like their Yang-Mills counterparts discussed in Section 2.3,

they have a scaling modulus. There are also further moduli that describe how the

instanton is oriented inside CPN−1. In all, the single instanton has 2N parameters,

which decompose into two position moduli, a scaling modulus, and 2N−3 orientational
moduli.

We now come to the second question: what role do these instantons play in deter-

mining the low energy physics? For N ≥ 2, the answer is: surprisingly little. This

can be seen, for example, by comparing the mass scale (7.26) to the instanton action

(7.29),

ΛCPN−1 = ΛUV e
−Sinstanton/N

This factor of N is important: it is telling us that the instantons are not responsible

for the mass gap in the CPN−1 model.
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The issue here is that, as we have seen, the CPN−1 model is strongly coupled, and

it is not appropriate to try to employ semi-classical techniques like instantons. Indeed,

the existence of instantons hinges on the fact that we pick a vacuum state on CPN−1

which, in turn, spontaneously breaks the SU(N) global symmetry. Yet, the large

N expansion tells us that this is a red herring: in the quantum theory the SU(N)

symmetry is restored. The true ground state does not involve a preferred point on

CPN−1, but rather a wavefunction that spreads over the whole space. As such, the

role of instantons in this theory is limited when it comes to determining the infra-red

physics. The same lesson is expected to hold in Yang-Mills.

The Theta Angle

So far we have not discussed the role of the theta angle in the CPN−1 model. There is

something interesting here. For N ≥ 3 (e.g. for CP2 or higher) it is thought that, while

the theta angle affects the spectrum of the theory, it does not change the phase and the

theory remains gapped for all θ. However, for CP1, something special happens. Here,

the theory is thought to be gapped for all θ ̸= π. At θ = π, the theory is expected to

be gapless, with the low-energy physics described by an SU(2)1 Wess-Zumino-Witten

model. This is sometimes referred to as the Haldane conjecture.

7.4 Fermions in Two Dimensions

It’s now time to look at fermions. In this section, we will describe a theory that consists

only of interacting fermions. In d = 3+1 dimensions, such theories are not particularly

interesting because the simplest interaction – a four fermion term – is irrelevant. This

is no longer the case in d = 1 + 1 dimensions and, as we will see, even the simplest

theories of interacting fermions are strongly interacting and, like the CPN−1 model

above, share a number of surprising properties with QCD.

We start by reviewing some basic facts about fermions in d = 1+1 dimensions. The

Clifford algebra {γµ, γν} = 2ηµν is satisfied by 2 × 2 matrices. Working in signature

ηµν = diag(+1,−1), we take the gamma matrices to be

γ0 = σ1 and γ1 = iσ2 ⇒ γ3 = γ0γ1 = σ3 (7.30)

Here γ3 plays the same role as γ5 in d = 3+1 dimensions. It is an extra, anti-commuting

matrix which can be used to decompose the two-component Dirac fermion as

ψ =

(
ψ+

ψ−

)

Here ψ± are 2d Weyl spinors; they are eigenstates of γ3.
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Fermions in d = 1 + 1 dimensions have the special property that they can be both

Weyl and Majorana at the same time. This follows because the chiral basis of gamma

matrices (7.30) is also real. (In contrast, in d = 3 + 1 dimensions you can pick a

real basis of gamma matrices but it is not chiral, or a chiral basis which is not real.)

This means that we can decompose the Dirac fermion as ψ = χ1 + iχ2 and, moreover,

decompose each Weyl fermion as ψ± = χ1±+ iχ2±. In what follows, we won’t need this

Majorana decomposition until section 7.4.2.

The action for a free Dirac fermion is

S =

∫
d2x iψ̄ /∂ψ −mψ̄ψ (7.31)

=

∫
d2x iψ†

+∂−ψ+ + iψ†
−∂+ψ− −m(ψ†

−ψ+ + ψ†
+ψ−)

where we have introduced lightcone coordinates x± = t± x and ∂± = ∂t ± ∂x.

For a massless fermion, with m = 0, the two Weyl spinors decouple, with equations

of motion

∂+ψ− = 0 ⇒ ψ− = ψ−(x
−) and ∂−ψ+ = 0 ⇒ ψ+ = ψ+(x

+)

We learn that the chiral fermion ψ− is a function only of x−. In other words, ψ− is a

right-moving fermion. Similarly, ψ+ is a left-moving fermion. Since the fermions are

massless, each moves at the speed of light.

In d = 3+1 dimensions, interactions between fermions are always mediated by gauge

or scalar fields. In d = 1+1 dimensions we have a more direct possibility. The fermion

field has dimension [ψ] = 1/2 which means that four fermion term (ψ̄ψ)2 is marginal.

We can ask: how does this change the low-energy physics. In fact, as we discuss, there

are two different ways of adding four fermion terms.

7.4.1 The Gross-Neveu Model

The Gross-Neveu model describes N , classically massless Dirac fermions, ψi, i =

1, . . . , N , with a four fermi interaction. The action is given by

S =

∫
d2x iψ̄i /∂ψi +

λ

2N
(ψ̄iψi)

2 (7.32)

Here λ is a dimensionless coupling. We have included the factor of N in anticipation

of the fact that we will solve this theory in the large N limit.
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The action has a manifest U(1)V × SU(N) flavour symmetry, under which the

fermions transform as N+1. In fact, if we decompose each Dirac fermion into two

Majorana fermions, the symmetry group is actually O(2N) symmetry, and this will

play a role shortly. There is also a discrete Z2 chiral symmetry,

Z2 : ψi → γ3ψi (7.33)

Importantly, a would-be mass term is odd under this discrete chiral symmetry, ψ̄iψi →
−ψ̄iψi. This means that the existence of the Z2 symmetry would naively prohibit the

generation of a mass. Our goal is to see how this plays out in the quantum theory.

It turns out that life is easier if we introduce an auxiliary scalar field, σ, and write

the action as

S =

∫
d2x iψ̄i /∂ψi −

N

2λ
σ2 + σψ̄iψi (7.34)

Although σ is dynamical, we do not include a kinetic term for it. We can integrate it

out by imposing the equation of motion

σ =
λ

N
ψ̄iψi

and we get back the original action (7.32). The new form of the action (7.34) is again

invariant under the discrete chiral symmetry, but only if we take σ to be odd,

Z2 : σ → −σ

The introduction of σ is reminiscent of the auxiliary field that we introduced in the

CPN−1 model. Indeed, we will proceed by following the same strategy. We will inte-

grate out the fields that we thought we cared about – in this case the fermions – and

focus on the resulting effective dynamics for σ. We will see that this is sufficient to

teach us the relevant physics.

Integrating out the fermions leaves behind the following effective action for σ,

Seff = iN log det
(
i /∂ + σ

)
−
∫
d2x

N

λ
σ2

We can write the first term in more concrete form. First,

det
(
i /∂ + σ

)
= det

(
i /∂
)
det
(
1− i /∂−1

σ
)
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and we neglect the factor det(i /∂) on the grounds that it contributes an irrelevant

constant. The next step is to deal with the gamma matrix structure in the second

term. Using det γ3 = −1, we have

det
(
1− i /∂−1

σ
)
= det

(
γ3(1− i /∂−1

σ)γ3
)
= det

(
1 + i /∂

−1
σ
)

Multiplying these together then gives

det
(
1− i /∂−1

σ
)
= det 1/2

(
1 + ( /∂

−1
σ)2
)
= det 1/2

(
1− σ ∂−2σ

)
where the argument in the final argument comes with a 2×2 unit matrix for the spinor

indices. But this simply changes det1/2 back to det. Finally, we use log det = Tr log to

write

Seff = iN Tr log
(
1− σ ∂−2σ

)
−
∫
d2x

N

λ
σ2

This action doesn’t look particularly appealing. But it has one important feature going

for it, which is that it’s proportional to N . This means that in the large N limit it can

be evaluated using a saddle point. We look for solutions in which σ is constant. In this

case, the annoying log factor can be replaced by a simple integral, leaving us with the

effective potential for the scalar field. Rotating to Euclidean space, we have

Veff(σ) = N

∫ ΛUV d2p

(2π)2
log

(
1 +

σ2

p2

)
+
N

λ
σ2

This is the same kind of integral that we met in (7.24) when solving the 2d CPN−1

model. The same method that we used previously now gives

Veff(σ) =
N

4π
σ2

(
log

(
σ2

Λ2
UV

)
− 1

)
+
N

λ
σ2 (7.35)

In the large N limit, the path integral is dominated by the minimum of the potential

which sits at

∂Veff
∂σ

= 0 ⇒ σ2 = Λ2
UV e

−2π/λ

We learn that the σ field gets an expectation value. The theory was originally invariant

under the discrete chiral symmetry, σ → −σ, but this is spontaneously broken in the

ground state: the theory must choose one of the two ground states σ = ±ΛUV e−π/λ.
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With the protective Z2 symmetry spontaneously broken, there is nothing to stop the

fermions getting a mass. Indeed, substituting the expectation value of σ back into the

action (7.34), we find that the mass is given by

mGN = ΛUV e
−π/λ (7.36)

Once again we have the phenomenon of dimensional transmutation: the dimensionless

coupling λ has combined with the UV cut-off to provide a physical mass scale of the

theory. Once again, we thought that we started out with a theory of massless particles,

but the interactions find an ingenious way to generate a mass.

Above we have phrased the physics in the terms of the effective potential. Another

approach would be to compute one-loop contributions to the running of the coupling.

We would have found that the theory is asymptotically free, with the beta function

µ
dλ(µ)

dµ
= −λ

2

π
⇒ 1

λ(µ)
=

1

λ0
− 1

2π
log

Λ2
UV

µ2

Phrased in this way, the physical mass is seen to be RG invariant, as it should be:

mGN = µ e−π/λ(µ).

7.4.2 Kinks in the Gross-Neveu Model

As we’ve seen, the Gross-Neveu model spontaneously breaks the Z2 symmetry. This

means that the theory has two degenerate ground states, distinguished by the sign of

σ = ±ΛUV e−π/λ. This gives us a new state in the the theory: a kink which interpolates

between the two ground states, so that the profile of σ(x) obeys

σ → ±ΛUV e−π/λ as x→ ±∞

We would like to understand what properties these kinks have and, in particular, how

they transform under the symmetries of the theory. The key to this is to see what

happens to the original fermions in the presence of the kink.

The Dirac equation from (7.34) is

i /∂ψi + σψi = 0

We’d like to solve this in the kink background. You might think that this is tricky

because we haven’t determined the profile σ(x) of the kink. Fortunately, this isn’t a

problem, because the property that we need is robust and independent of the exact

form of σ(x): this is the existence of a fermi zero mode.
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We met fermi zero modes on domain walls previously, both in our discussion of

topological insulators in Section 3.3.4 and lattice gauge theory in Section 4.4.1. The

analysis needed here is exactly the same, and we won’t repeat it. But the upshot is

that each fermion ψi has a single, complex fermi zero mode on the kink.

At this point, it is important to recall that our Dirac fermions can be decomposed

into Majorana fermions, which we write as

ψi = χi + iχi+N i = 1, . . . , N

The existence of Majorana fermions means that the global symmetry of the Gross-

Neveu model is O(2N) rather than U(N). Each of these Majorana fermions gives rise

to a single, Majorana (i.e. real) fermi zero mode on the kink which we will denote as

bi. These obey the commutation relations,

{bi, bj} = 2δij i = 1, . . . , 2N (7.37)

To convince yourself that these are the right commutation relations, we can pair

the Majorana modes back into their complex counterparts ci =
1√
2
(bi + ibi+N), with

i = 1, . . . , N which, from (7.37), obey the usual Grassmann creation and annihilation

commutation relations {ci, cj} = 0 and {ci, c†j} = 2δij

The commutation relations (7.37) are familiar: they are simply the Clifford algebra

in D = 2N dimensions. This has a representation in terms of 2N × 2N dimensionsal

matrices. Said in a different way, the Majorana zero modes ensure that the Hilbert

space of kink excitations has dimension 2N .

This 2N dimensional Hilbert space does not form an irreducible representation of the

O(N) symmetry group. Instead, it decomposes into two chiral spinors. We achieve this

by introducing the “γ5” matrix, γ5 = ib1 . . . b2N which obeys {γ5, bi} = 0 and (γ5)2 = 1.

The two reducible representations are distinguished by the eigenvalue under γ5 = ±1,
and have dimension 2N−1

The upshot of this analysis is rather nice. We started with Majorana fermions trans-

forming in the 2N -dimensional vector representation of O(2N). But the interactions

generate new solitonic states. These are kinks which transform in the left and right-

handed spinor representations of O(2N).This can be thought of as a version of “charge

fractionalisation”.
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Our results in this section used the large N approximation to determine the fate

of the Gross-Neveu model. One might wonder if the kinks survive to small N . It

turns out that for N > 2, both kinks and fermions exist in the spectrum. But, perhaps

counterintuitively, whenN = 2 only kinks, in the spinor representation of O(4), survive;

the original fermions no longer exist. For N = 1, the Gross-Neveu model coincides with

the Thirring model and turns out to be free. We will discuss this case in Section 7.5.

An Odd Number of Majorana Fermions

So far, our discussion of the Gross-Neveu model has focussed on N Dirac fermions or,

equivalently, 2N Majorana fermions. But there’s nothing to stop up writing down the

action for an odd number of Majorana fermions χi,

S =

∫
d2x iχ̄i /∂χi −

Ñ

4λ
σ2 + σχ̄iχi

where the summation is over i = 1, . . . , Ñ . When Ñ = 2N , this reduces to our previous

action (7.34) in terms of Dirac fermions. When Ñ is odd, our previous analysis goes

through unchanged, and we again find that the Z2 is spontaneously broken, resulting in

two degenerate ground states. The only novel question is: what becomes of the kinks?

The Majorana zero modes again give rise to a Clifford algebra (7.37), but this time

it’s a Clifford algebra in D = Ñ dimensions, with Ñ odd. There is a single reducible

representation which has dimension 2(Ñ−1)/2, and one might think this is the Hilbert

space of the kinks. However, there is another discrete symmetry that we have to take

into account. This is χi → −χi which is part of the O(Ñ) group, but not SO(Ñ). To

implement this, we introduce the fermion parity operator (−1)F which obeys

(−1)F χi (−1)F = −χi ⇒ {(−1)F , bi} = 0

When Ñ = 2N is even, the operator γ5 can be identified with (−1)F . But when Ñ is

odd, there is no action of (−1)F on a single irreducible representation of the Clifford

algebra. Instead, we need two irreducible representations: one with (−1)F = +1 and

one with (−1)F = −1. This means that for Ñ odd, we again have two irreducible

representations of O(Ñ), and the total number of kink states is 2× 2(Ñ−1)/2.

7.4.3 The Chiral Gross-Neveu Model

There is a variant on the Gross-Neveu model that introduces yet another ingredient

into the mix. First, consider the action of the axial symmetry

U(1)A : ψ → eiαγ
3

ψ
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There are two real, fermion bilinears that we can introduce: ψ̄ψ and iψ̄γ3ψ. Neither of

them is invariant under the axial symmetry. Instead, each rotates into the other. We

can form the complex combination ψ̄ψ + ψ̄γ3ψ, and this transforms as

U(1)A : ψ̄ψ + ψ̄γ3ψ → e2iα
(
ψ̄ψ + ψ̄γ3ψ

)
ψ̄ψ − ψ̄γ3ψ → e−2iα

(
ψ̄ψ − ψ̄γ3ψ

)
This transformation motivates us to consider the following theory of N massless, inter-

acting Dirac fermions,

SχGN =

∫
d2x iψ̄i /∂ψi +

λ

2N

(
(ψ̄iψi)

2 − (ψ̄iγ
3ψi)

2
)

(7.38)

The advantage of this set-up is that the theory is protected from generating a mass

term by the continuous U(1)A chiral symmetry, as opposed to the discrete Z2 chiral

symmetry of the original Gross-Neveu model.

This is an important distinction. We saw above that the discrete Z2 symmetry

proved ineffectual at protecting the Gross-Neveu model from developing a gap because

it was spontaneously broken. However, there is a general theorem, due to Mermin and

Wagner, that says it is not possible to spontaneously break continuous symmetries in

d = 1 + 1 quantum field theory. We met this theorem in the lectures on Statistical

Field Theory; its essence is that infra-red fluctuations of fields always destroy any long

range order.

Given this theorem, you might think that the existence of a continuous chiral sym-

metry would be much more powerful and protect the fermions from developing a gap.

You would be wrong. As we now show, the Mermin-Wagner theorem not withstanding,

the chiral Gross-Neveu model (7.38) also generates a gap at low energies.

To see this, we use the same trick as before but this time introduce two auxiliary

fields, σ and π. The action (7.33) can be written as

S =

∫
d2x iψ̄i /∂ψi −

N

2λ
(σ2 + π2) + ψ̄i(σ + iπγ3)ψi (7.39)

The equation of motion for σ and π then tell us that

σ ± iπ = ψ̄i(1∓ γ3)ψ (7.40)

The action (7.39) remains invariant under U(1)A provided that the auxiliary scalars

transform as

U(1)A : σ + iπ → e−2iα(σ + iπ) (7.41)
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Evaluating the fermion determinant in the same way as before, we find

det
(
1− i /∂−1

(σ + iπγ5)
)
= det 1/2

(
1 + (∂µσ)

2 + (∂µπ)
2
)

Viewing both σ and π as constants, we’re then left with the effective potential,

Veff(σ, π) =
N

4π
(σ2 + π2)

(
log

(
σ2 + π2

Λ2
UV

)
− 1

)
+
N

λ
(σ2 + π2)

This is identical to the potential (7.35) for the original Gross-Neveu model, but with

σ2 replaced with σ2 + π2. Note, in particular, that the potential is invariant under the

U(1)A action (7.41) as it should be.

What do we do with this potential? Because we’re in d = 1 + 1 dimensions, we

should be a little careful. We parameterise the complex scalar field as

σ + iπ = ρeiθ

The minimum of the potential sits at

ρ = mGN

where mGN is the same dynamically generated mass scale (7.36) that we saw in the

previous model. This is already sufficient to tell us that the fermions generate a mass.

The care is needed when we come to the angular field mode θ(x). This transforms

as θ → θ + α under the U(1)A symmetry. If we were in a higher dimension, we would

argue that θ(x) should take some fixed value in the ground state, breaking the U(1)A
symmetry. In such a situation, we would identify the Goldstone boson as θ, which

necessarily remains gapless.

However, in d = 1+1 dimensions the story is a little different. As we mentioned above,

the Mermin-Wagner theorem tells us that there are no Goldstone modes. Instead, the

ground state wavefunctions is closer in spirit to quantum mechanics, spreading over

all values of θ. This is a topic that we discussed in some detail in the lectures on

Statistical Field Theory in the context of the Kosterlitz-Thouless phase transition. We

will recount the important facts here. The key result is that while θ does indeed remain

massless, it is not a Goldstone boson. This is not merely a matter of terminology: the

physics differs.
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First, we need to work a little harder in expanding the effective action. The potential

is

Seff = iN Tr log
(
i /∂ + ρeiθγ

3
)
− N

λ

∫
d2x ρ2

It’s no longer sufficient to focus on constant values of σ and π since the resulting

potential will not depend on θ. Instead, we need to consider slowly varying θ. The

leading term in the effective action is the obvious one:

Seff =

∫
d2x

N

4π
(∂µθ)

2

This theory is less trivial than it looks! Because θ is a periodic variable θ ∈ [0, 2π), a

so-called compact boson, the overall normalisation factor N/4π is meaningful and will

show up in correlation functions. We will need to study such theories in some detail in

Section 7.5, but for now a quick and simple computation of the 2-point correlators will

suffice. If θ was a normal scalar field in d = 1 + 1 dimensions, we would have

⟨θ(x) θ(0)⟩ = −N log (ΛUV |x|) (7.42)

However, because it’s a compact boson we should really work with the single-valued

operator eiθ. The appropriate correlation function then follows from Wick’s theorem,

together with the result (7.42),

⟨eiθ(x) e−iθ(0)⟩ = e⟨(θ(x)θ(0))⟩ ∼ 1

|x|1/N

We see that in the strict N → ∞ limit, the theory exhibits the long range order

expected from spontaneous symmetry breaking. Indeed, there is a loophole in the

Mermin-Wagner theorem and it breaks down in theories with an infinite number of

fields. However, for any large, but finite N , we find “quasi-long range order”, with

correlation functions dropping off very slowly.

This translates directly into correlation functions between fermion bilinears. Using

(7.40), we have again see the phenomenon of quasi-long range order,

⟨ψ̄(1− γ3)ψ(x) ψ̄(1 + γ3)ψ(0)⟩ ∼ 1

|x|1/N

The upshot is that, once again, an interacting quantum field theory (7.38) has found

a way to generate a mass. This time, the fermions get mass but the chiral U(1)A
symmetry remains unbroken.
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7.4.4 Back to Basics: Quantising Fermions in 2d

Given that we’ve just used path integral techniques to solve a theory of strongly inter-

acting fermions, what we’re about to do next may seem a little odd. We will return to

the free fermion and solve it using canonical quantisation.

This is the kind of calculation that we did in our first course in Quantum Field

Theory, and you may reasonably wonder why we’re bothering to do it again now that

we’re grown up. The reason is that it will prove an important warm-up for the following

section where we discuss bosonization.

We introduced the action for a massless fermion in (7.31). A two-component Dirac

fermion can be decomposed into Weyl fermions ψT = (ψ+, ψ−), in terms of which the

action is

S =

∫
d2x iψ†

−(∂t + i∂x)ψ− + ψ†
+(∂t − ∂x)ψ+

The two Weyl fermions ψ± are independent. This means that there are two conserved

quantities: these are the vector and axial currents and will be particularly important

in what follows. The vector current is

jµV = ψ̄γµψ (7.43)

while a massless fermion also has a conserved axial current given by

jµA = ψ̄γµγ3ψ (7.44)

From these we can construct two conserved charges, QV and QA.

The Weyl fermion ψ− is right-moving, and quantisation of this field will lead to

particles with momentum p > 0. Similarly, the quantisation of ψ+ will lead to particles

with momentum p < 0. The mode expansion of the operators in the Schrödinger picture

follows the familiar story described in the lectures on Quantum Field Theory

ψ−(x) =

∫ ∞

0

dp

2π

(
b− pe

ipx + c†− pe
−ipx

)
(7.45)

ψ+(x) =

∫ 0

−∞

dp

2π

(
b+ pe

ipx + c†+ pe
−ipx

)
(7.46)

with the creation and annihilation operators obeying the standard anti-commutation

relations {b± p, b
†
± q} = {c± p, c

†
± q} = 2π δ(p − q). The vacuum is defined by b± p|0⟩ =

c± p|0⟩ = 0, and the operators b†± p and c†± p then create particles and anti-particles

respectively.
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It will turn out that we will need to be careful about various UV issues. For this

reason, we work instead with the mode expansion

ψ−(x) =

∫ ∞

0

dp

2π

(
b− pe

ipx + c†− pe
−ipx

)
e−p/2Λ

ψ+(x) =

∫ 0

−∞

dp

2π

(
b+ pe

ipx + c†+ pe
−ipx

)
e−|p|/2Λ

where Λ is a UV cut-of scale. In what follows, all integrals will be over the full range

of R unless otherwise stated. We also introduce the UV length scale

ϵ =
1

Λ

We can then compute the two-point functions in position space. For example, we have

⟨ψ−(x)ψ
†
−(y)⟩ =

∫ ∞

0

dp dq

(2π)2
⟨ bq b†− p ⟩ eiqx−ipye−(|p|+|q|)/2Λ

=

∫ ∞

0

dp

2π
eip(x−y)e−|p|/Λ

=
i

2π

1

(x− y) + iϵ
(7.47)

You can also check that ⟨ψ†
−(x)ψ−(y)⟩ = ⟨ψ−(x)ψ

†
−(y)⟩. In particular, if we combine

these results we have

⟨ {ψ−(x), ψ
†
−(y)} ⟩ =

i

2π

(
1

(x− y) + iϵ
+

1

−(x− y) + iϵ

)
=

1

π

ϵ

(x− y)2 + ϵ2
−→ δ(x− y) as ϵ→ 0

in agreement with the standard anti-commutation relations between fermions. Simi-

larly,

⟨ψ+(x)ψ
†
+(y)⟩ = −

i

2π

1

(x− y)− iϵ
(7.48)

and ⟨ψ†
+(x)ψ+(y)⟩ = ⟨ψ+(x)ψ

†
+(y)⟩.

The expressions (7.47) and (7.48) are the key bits of information that we need to

take forward into the next section where we discuss bosonization.

7.5 Bosonization in Two Dimensions

There is something rather wonderful about fermions in two dimensions: they can be

rewritten in terms of bosons! The purpose of this section is to explain how on earth

this is possible.
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At first sight, this is a surprise. After all, the difference between bosons and fermions

is one of the most fundamental things we learn as undergraduates. However, there are

reasons to suspect this difference is not so stark in d = 1+1 dimensions. First, the spin

statistics theorem tells us that bosons have integer spin and fermions half-integer spin.

Yet in one spatial dimension there is no meaning to rotation and, correspondingly, no

meaning to spin. Relatedly, if we want to exchange two particles on a line, we can only

do so by moving them past each other. This is in contrast to higher dimensions where

particle positions can be exchanged, while keeping them separated by arbitrarily large

distances. This simple observation suggests that interactions will be as important as

statistics when particles are confined to live on a line.

To begin, we will show that a free massless Dirac fermion in d = 1 + 1 is equivalent

to a free massless, real scalar field ϕ. Even for free fields, this is a rather remarkable

claim. The Hilbert space of a single bosonic oscillator looks nothing the Hilbert space

of a single fermionic oscillator, yet we claim that the theories in d = 1+1 not only have

the same Hilbert space (at least after we include a subtle Z2 issue), but also the same

spectrum. Furthermore, for any operator that we can construct out of fermions, there

is a corresponding operator made from bosons. Here we will focus on these operators

and show that the correlation functions of the fermionic theory coincide with those of

the bosonic theory.

The Compact Boson

The bosonic theory that we will focus on is deceptively simple. It is the theory of a

massless, real scalar field ϕ. We write its action as

S =

∫
d2x

β2

2
(∂µϕ)

2 (7.49)

However, there is one difference with a usual scalar field: we will take our scalar ϕ to

be periodic, taking values in the range

ϕ ∈ [0, 2π) (7.50)

We refer to this as a compact boson. The dimensionless parameter β is called the

radius of the boson. (String theorists would usually define R2 = 2πβ2l2s and call R the

radius. Here ls is the string length and which gives R dimension -1. Furthermore, it’s

not uncommon to work in conventions with l2s = 2, in which case R2 = 4πβ2.)

Usually, the overall coefficient of the kinetic term does not affect the physics, since

it can always be absorbed into a redefinition of the field. But, in the present context,
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we can’t absorb β without changing the periodicity of ϕ. This leads us to suspect that

the simple action (7.49) describes a different theory for each choice of β2, a suspicion

that we will confirm below. We will see that there is one special choice of β2 for which

the compact boson coincides with the free fermion. (Spoiler: it’s β2 = 1/4π.)

What are the implications of having a compact boson? The first thing to notice

is that we can’t add terms like ϕ2 or ϕ4 to the action, since these don’t respect the

periodicity. Instead we should add terms like cosϕ and sinϕ. Equivalently, the field ϕ is

not really a well defined operator. We should instead focus on operators like eiϕ which,

again, respect the periodicity. These are sometimes referred to as vertex operators,

following their role in String Theory. Our task below will be to compute correlation

functions of the vertex operators eiϕ.

Now let’s turn to the conserved currents of the theory (7.49). The action is invariant

under the symmetry ϕ→ ϕ+ constant. The associated current is

jµshift = β2∂µϕ

Clearly the equation of motion, ∂2ϕ = 0, ensures that jµshift is conserved. The corre-

sponding Noether charge is Qshift, under which the operator eiϕ has charge +1.

However, in two dimensions a massless scalar also enjoys another conserved current,

jµwind =
1

2π
ϵµν∂νϕ

which is conserved by dint of the epsilon symbol; we don’t need to invoke the equation

of motion. To see the associated conserved quantity, it is useful to put the theory on a

spatial circle of radius R. The charge associated to jµwind is then

Qwind =

∫ 2πR

0

dx j0wind =
1

2π

∫ 2πR

0

dx ∂xϕ

The conserved charge Qwind is the number of times that ϕ ∈ [0, 2π) winds around its

range as we go around the spatial circle. It is a topological charge. The existence of two,

independent U(1) global symmetries is reminiscent of the vector and axial symmetries

of the massless fermion. We’ll make this connection more precise shortly.

7.5.1 T-Duality

There is an alternative description of the compact boson in terms of a dual scalar. To

realise this, we take the original action (7.49) and think of ∂ϕ as the variable, rather

than ϕ. We can do this, only if we also impose an appropriate Bianchi identity. We
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might naively think that the Bianchi identity is ∂µ(ϵ
µν∂νϕ) = 0, but in fact this is too

strong since it kills all winding. Instead, we want

1

2π

∫
d2x ∂µ(ϵ

µν∂νϕ) =
1

2π

∮
dxµ ∂µϕ ∈ Z (7.51)

To impose this, we introduce a second compact boson

ϕ̃ ∈ [0, 2π)

and consider the action

S =

∫
d2x

1

2
β2(∂µϕ)

2 +
1

2π
ϵµν∂µϕ ∂νϕ̃

Integrating out ϕ̃ in the partition function imposes the condition (7.51) and takes us

back to the original action (7.49). Alternatively, we can integrate out ∂ϕ. Completing

the square, we have

S =

∫
d2x

1

2
β2

(
∂µϕ− 1

2πβ2
ϵµν∂νϕ̃

)2

+
1

2

1

4π2β2
(∂ϕ̃)2 (7.52)

This then gives an equivalent theory in terms of the dual scalar,

S =

∫
d2x

1

2
β̃2(∂µϕ̃)

2 with β̃2 =
1

4π2β2
(7.53)

The theory (7.53) is entirely equivalent to our original theory (7.49). This is referred

to as T-duality.

T-duality is particularly striking in the context of string theory. There, the compact

boson ϕ is interpreted as a compact direction of spacetime in which the string can

move. In the usual conventions of string theory, the radius of this circle is taken to

be R =
√
2πβls with ls the string length. T-duality says that, as far as the string

is concerned, the physics is exactly the same if we instead take a spacetime with a

compact circle of radius R̃ = l2s/R. In other words, very big circles are the same as

very small circles. You can read more about this interpretation in the lecture notes on

String Theory.

How is this possible? The key is the relation between ϕ and ϕ̃, which can be found

inside the squared brackets in (7.52),

∂µϕ =
1

2πβ2
ϵµν∂

νϕ̃ (7.54)

This clearly relates the momentum current for ϕ to the winding current for ϕ̃, and vice

versa. What looks like momentum modes in one description becomes winding modes

in the other. In particular, eiϕ̃ carries charge +1 under Qwind.
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Although the transformation between ϕ and ϕ̃ is simple, it is also non-local. If we try

to solve for ϕ̃ in terms of ϕ, we must integrate. We’ll see this clearly in (7.56) below.

Chiral Bosons

In what follows, it will be useful to introduce chiral bosons, which are either purely left

moving or purely right moving. The equation of motion ∂2ϕ = 0 can be solved by

ϕ = ϕ−(x
−) + ϕ+(x

+)

where x± = t± x. In fact, the decomposition isn’t quite as clean because there is also

a zero mode which does not naturally divide between the two. We will ignore this fact

here.

These chiral bosons give us a novel perspective on the dual scalar. The relation

(7.54) is solved by writing

ϕ̃ = 2πβ2(ϕ− − ϕ+)

We can then express the chiral bosons in terms of the scalar and its dual by

ϕ∓(x, t) =
1

2

[
ϕ(x, t)± 1

2πβ2
ϕ̃(x, t)

]
(7.55)

Indeed, we can check that

∂xϕ− = ∂xϕ+
1

2πβ2
∂xϕ̃ = ∂tϕ̃− 1

2πβ2
∂tϕ = −∂tϕ− ⇒ ∂+ϕ− = 0

as required.

7.5.2 Canonical Quantisation of the Boson

Let’s now consider what happens when we quantise the boson. Let’s start by ignoring

the the fact that ϕ is compact: we’ll then reinstate this condition later when we discuss

the viable operators in the theory. In the Schrödinger picture, we expand the operator

ϕ(x) in Fourier modes, following the usual story in Quantum Field Theory

ϕ(x) =
1

β

∫
dp

2π

1√
2|p|

(
ape

ipx + a†pe
−ipx) e−|p|/2Λ

Classically, the momentum is π = β2ϕ̇. In the Schrödinger picture, this is written as

the operator

π(x) = −iβ
∫

dp

2π

√
|p|
2

(
ape

ipx − a†pe−ipx
)
e−|p|/2Λ
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We’ve introduced a UV cut-off Λ in these expressions. We’ll see the utility of this

shortly. As for fermions, we also introduce the UV length scale ϵ = 2/Λ. Using the

usual commutation relations among the creation and annihilation operators [ap, a
†
q] =

2π δ(p− q), we have

[ϕ(x), π(y)] =
i

π

ϵ

(x− y)2 + ϵ2
−→ iδ(x− y) as ϵ→ 0

How do we construct the quantum operator for the chiral boson (7.55)? The dual

scalar obeys ∂xϕ̃ = −ϕ̇ = −π/β2. We can then write down a quantum operator in the

Schrödinger picture, by integrating the momentum thus:

ϕ±(x) =
1

2

[
ϕ(x)± 1

β2

∫ x

−∞
dx′ π(x′)

]
(7.56)

Here we see what we promised earlier: the chiral bosons ϕ±(x) are inherently non-local

objects: they requires knowledge of the profile of the field everywhere to the left of the

point x. To check that these are indeed the right objects, we can work in the our mode

expansion. We have

ϕ−(x) =
1

2β

∫
dp

2π

√
1

2|p|

(
1 +
|p|
p

)(
ap e

ipx + a†pe
−ipx

)
e−|p|/2Λ

=
1

2β

∫ ∞

0

dp

2π

√
2

|p|

(
ap e

ipx + a†pe
−ipx

)
e−p/2Λ

which picks up contributions only from the right-moving, p > 0 modes. This is remi-

niscent of the expansion (7.45) for the Weyl fermion ψ−. Similarly,

ϕ+(x) =
1

2β

∫ 0

−∞

dp

2π

√
2

|p|

(
ap e

ipx + a†pe
−ipx

)
e−|p|/2Λ

which picks up contributions only from left-moving, p < 0 modes. This is reminiscent

of the expansion (7.46) for ψ+.

The commutation relations of ϕ± are easily computed. We have

[ϕ±(x), ϕ±(y)] = ±
1

4β2

∫ y

−∞
dy′ [ϕ(x), π(y′)]± 1

4β2

∫ x

−∞
dx′ [π(x′), ϕ(y)]

= ∓ i

4β2
sign(x− y) (7.57)
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Again, we see the non-locality of chiral bosons in their commutation relation. The

operators fail to commute no matter how far separated. Meanwhile,

[ϕ+(x), ϕ−(y)] = −
i

4β2
(7.58)

This latter commutation relation is telling us that, in contrast to the Weyl fermions,

the left and right moving scalars have not fully decoupled. The culprit is the zero

momentum mode of the scalar, which is shared by both ϕ+ and ϕ−. This zero mode

is an important subtlety in a number of applications, but we will not treat it properly

here. A slightly better treatment can be found in the lectures on String Theory.

Before we proceed, we need one more computation under our belts. This is the

Green’s functions for the chiral bosons ⟨ϕ±(x)ϕ±(y) ⟩. This is straightforward. To

avoid UV divergences, we first subtract the constant term and define

G±(x, y) = ⟨ϕ±(x)ϕ±(y) ⟩ − ⟨ϕ±(0)
2 ⟩

We then have

G−(x, y) =
1

4β2

∫ ∞

0

dp dq

(2π)2
2
√
pq
⟨ apa†q ⟩

(
eipx−iqy − 1

)
e−(p+q)/2Λ

=
1

4β2

∫ ∞

0

dp

2π

2

p

(
eip(x−y) − 1

)
e−p/Λ

=
1

4πβ2
log

(
ϵ

ϵ− i(x− y)

)
Note thatG−(x, x) = 0, as it should. Meanwhile, at large distances the Green’s function

exhibits a logarithmic divergence. This infra-red behaviour is characteristic of massless

scalar fields in two dimensions. Similarly, we have

G+(x, y) =
1

4πβ2
log

(
ϵ

ϵ+ i(x− y)

)
The Correlators

Finally, we have the tools to compute correlation functions in this theory. But the

question that we should first ask is: what are the operators? The first point to note

is that ϕ is not a good operator, because the classical field is not single valued. The

same is true of the dual ϕ̃. Instead, we must work with derivatives such as ∂ϕ or with

so-called vertex operators of the form

eiϕ =: eiϕ :
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where, as usual, normal ordering means all annihilation operators are moved to the

right. Whenever we write an operator like eiϕ or cosϕ, we will always mean that normal

ordered version of these operators. In subsequent equations, we will keep punctuation

to a minimum and usually won’t explicitly write the : :.

In what follows, we will compute correlation functions of the form

⟨eiϕ−(x)e−iϕ−(y)⟩ and ⟨eiϕ+(x)e−iϕ+(y)⟩

In the next section we will then compare these with expressions involving fermions.

At the same time, we will look a little more closely at the conditions for eiϕ± to be

consistent with the periodicity of ϕ.

To compute these expressions, we need to think more carefully about what the normal

ordering means. For this, we will need the usual BCH identity,

eAeB = eA+Be+
1
2
[A,B] = eBeAe[A,B]

where the higher order terms vanish whenever [A,B] is a constant. We apply this to

the operators A = αa+ α′a† and B = βa+ β′a†. We have

: eA : : eB : = eα
′a†eαaeβ

′a†eβa

= eα
′a†eβ

′a†eαaeβaeαβ
′

= : eA+B : e⟨AB⟩

Applying this to the vertex operators eiϕ, which are nothing more than exponentials of

many creation and annihilation operators, we have

⟨eiϕ−(x)e−iϕ−(y)⟩ = ⟨eiϕ−(x)−iϕ−(y)⟩ eG−(x,y)

But the correlation function on the right-hand side is of a normal ordered operator and

this is simply ⟨: eiϕ−(x)−iϕ−(y) :⟩ = 1, since only the 1 in the Taylor expansion of the

exponential contributes. We’re left with

⟨eiϕ−(x)e−iϕ−(y)⟩ = eG−(x,y) =

(
ϵ

ϵ− i(x− y)

)1/4πβ2

(7.59)

Similarly

⟨eiϕ+(x)e−iϕ+(y)⟩ = eG+(x,y) =

(
ϵ

ϵ+ i(x− y)

)1/4πβ2

(7.60)

Note that the correlation functions depend in an interesting way on the radius of the

compact boson β2. This confirms a statement that we made at the beginning of this

section: the radius of the boson β2 is a genuine parameter of the theory. In the language

of conformal field theory, we would say that the operator eiϕ± has dimension 1/8πβ2.
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7.5.3 The Bosonization Dictionary

The hard work is now behind us. Looking at the correlation functions (7.59) and (7.60),

it is clear that they take a particularly simple form if we choose the radius of the boson

to be

β2 =
1

4π

We can then compare correlation functions for right-moving fermions (7.47) and bosons

(7.59),

⟨ψ−(x)ψ
†
−(y)⟩ =

i

2π

1

(x− y) + iϵ
and ⟨eiϕ−(x)e−iϕ−(y)⟩ = iϵ

(x− y) + iϵ

This tells us that we should identify

ψ−(x) ←→
√

1

2πϵ
eiϕ−(x) (7.61)

where, recall, Λ = 1/ϵ is our UV cut-off. Similarly, comparing the correlation functions

for left-moving operators, we have the map

ψ+(x) ←→
√

1

2πϵ
e−iϕ+(x) (7.62)

We can also develop the map between composite operators. The simplest is the

quadratic, mass term for fermions

ψ̄ψ = ψ†
−(x)ψ+(x) + ψ†

+(x)ψ−(x) ←→
1

2πϵ

(
e−iϕ−(x)e−iϕ+(x) + eiϕ+(x)eiϕ−(x)

)
At this point, we just need to use the standard BCH identity, eAeB = eA+Be−[A,B]/2.

Using the commutation relation (7.58), we have

ψ̄ψ ←→ − 1

2πϵ

(
e−iϕ(x) + eiϕ(x)

)
= − 1

πϵ
cosϕ (7.63)

Similarly, the chiral mass term

iψ̄γ3ψ ←→ − 1

πϵ
sinϕ

These will be important in the next section when we will understand better how to

think of massive fermions in the bosonic language.
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Matching Currents

Bosonization is a kind of duality, in which two seemingly different theories secretly

describe the same physics. In any such duality, the most important objects to match

on both sides are the conserved currents. We will see how this pans out in the present

context.

The vector (7.43) and axial (7.44) currents are, like the mass term, composite,

quadratic operators. For example,

j0V = −ψ†ψ = −(ψ†
−ψ− + ψ†

+ψ+) and j1V = −ψ†σ3ψ = −ψ†
−ψ− + ψ†

+ψ+

However, it turns out that we need to be a little more careful in defining these operators.

We do this through point splitting. For example, consider

ψ†
−ψ− := lim

y→x
ψ†
−(x)ψ−(y)

←→ lim
y→x

1

2πϵ
e−iϕ−(x)eiϕ−(y)

= lim
y→x

1

2πϵ
e−i(ϕ−(x)+ϕ−(y))eG−(x,y)

= lim
x→y

1

2πϵ

(
1− i(x− y)∂ϕ−(x)

∂x
+ . . .

)
ϵ

ϵ− i(x− y)

=
1

2π

∂ϕ−(x)

∂x
+ lim

x→y

(
i

2π(x− y)

)
Note that this expression comes with an infinite, constant term. We can remove this

simply by normal ordering the fermionic operator. Identical calculations also hold for

ψ†
+ψ+, leaving us with the map

: ψ†
±ψ± : ←→ 1

2π

∂ϕ±

∂x

From this we can read off the map between currents,

j0V ←→ − 1

2π

∂(ϕ− + ϕ+)

∂x
= − 1

2π

∂ϕ

∂x

and

j1V ←→ − 1

2π

∂(ϕ− − ϕ+)

∂x
= +

1

2π

1

β2
π(x)

Recalling that the classical momentum is π = β2ϕ̇, we identify j1V ←→ ϕ̇/2π. In other

words, we learn that the vector current of fermions is related to the topological current
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in the bosonic language

jµV ←→ −jµwind = − 1

2π
ϵµν∂νϕ (7.64)

Similarly,

jµA ←→ −jµshift = −β
2∂µϕ (7.65)

The methods that we’ve described above can be used to find the map between all other

operators in the theory. For our purposes, the basic dictionary described above will

suffice.

7.5.4 The Allowed Operators: Is the Boson Really a Fermion?

We have seen that, when β2 = 1/4π, the operators eiϕ± can be identified with free

fermions through the map (7.61) and (7.62). But there is one subtlety that we didn’t

address: are the operators eiϕ± compatible with the periodicity of ϕ?14

Because ϕ ∈ [0, 2π), the operator eiϕ is perfectly fine, as indeed is einϕ for any n ∈ Z.

The dual scalar, defined by (7.54), also has periodicity ϕ̃ ∈ [0, 2π), so that eiϕ̃ is also

fine. In general, we can have any operator of the form einϕ+iwϕ̃ with n,w ∈ Z. For a

general value of β2, this means that the allowed operators are

einϕ+iwϕ̃ = ei(n+2πβ2w)ϕ− ei(n−2πβ2w)ϕ+

Restricting to β2 = 1/4π, we have

einϕ+iwϕ̃ = ei(n+w/2)ϕ− ei(n−w/2)ϕ+

To get a purely chiral operator we could, for example, set n = 1 and w = ±2. But this
leaves us with e2iϕ± , rather than eiϕ± . This is rather disconcerting, since it means that

the operators eiϕ± are not in the spectrum of the theory because they are incompatible

with the periodicity of ϕ and ϕ̃. Yet these are precisely the operators that we want to

identify with a single fermion. What’s going on?!

The answer is that the compact boson is not actually equivalent to a theory of a

free fermion. Instead, it is equivalent to a theory of a fermion coupled to a Z2 gauge

symmetry, acting as

Z2 : ψ 7→ −ψ (7.66)

This eliminates the single fermion from the spectrum, but leaves us with the composite

operators ψψ and ψ̄ψ.

14I’m grateful to Carl Turner for explaining this to me.
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The need to couple the free fermion to a Z2 gauge field shows up in another way

which we briefly describe here. If the two theories are equivalent, then their partition

functions should coincide. It is straightforward to compute the partition function for

the compact boson on a torus T2. It agrees with that of a free fermion only if we

sum over both periodic and anti-periodic boundary conditions on the torus. (These

are usually referred to as Ramond and Neveu-Schwarz sectors respectively.) The fact

that we need to sum over both boundary conditions is another way of saying that the

fermion is coupled to a Z2 gauge field, ensuring that configurations related by (7.66)

are physically identified.

7.5.5 Massive Thirring = Sine-Gordon

Having spent all this time developing the bosonization dictionary, we can now use it in

anger. As we will see, the nice thing about the bosonization map is that it very often

takes a strongly coupled theory and rewrites it in terms of a weakly coupled theory

using the other variables.

Let’s go back to the free theory of a compact scalar,

S =

∫
d2x

β2

2
(∂µϕ)

2

We know that for the specific value β2 = 1/4π, this is equivalent to a free, massless

Dirac fermion. But what about the other values of β2? This is easy to answer using

our bosonization dictionary. We split the kinetic term up as

β2 =
1

4π
+

g

2π2

and think of the second piece, proportional to g, as a bosonic current-current interac-

tion,

jµwind jwindµ =
1

4π2
(∂µϕ)

2

Adding such a current is straightforward for the boson: it just shifts the coefficient of

the kinetic term away from the magic value. Written in terms of the fermion, it must

again be a current-current interaction, this time of the form

jµV jV µ = (ψ̄γµψ)(ψ̄γµψ)

This is referred to as a Thirring interaction. Rather surprisingly, we learn that a

general, free compact boson corresponds to an interacting fermion,
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More generally, we can consider the massive, interacting Thirring model, with action

S =

∫
d2x iψ̄ /∂ψ −mψ̄ψ − g(ψ̄γµψ)(ψ̄γµψ) (7.67)

Bosonization maps this into a compact boson with a potential, known as the Sine-

Gordon model,

S =

∫
d2x

β2

2
(∂µϕ)

2 +
m

πϵ
cosϕ

Note that the action include an explicit mention of the UV cut-off Λ = 1/ϵ. The

potential V (ϕ) ∼ − cosϕ has its minimum at ϕ = 0 and so, indeed, would seem to give

a mass to ϕ as required.

There are a couple of cute subtleties that we learn from the bosonization map. First,

we usually think about adding interaction terms to the Hamiltonian which are positive

definite. For our fermionic theory, the requirement is slightly different. We must have

β2 > 0 on the bosonic side but, in terms of fermions, this translates to

g > −π
2

We learn that we can suffer a negative contribution to the Hamiltonian, as long as it’s

not too negative.

Second, we expect that the role of m is to make the excitation massive on both sides.

But that’s not quite true. Recall that the two-point correlators (7.59) and (7.60) allow

us to read of the dimension of the vertex operators eiϕ± or, equivalently, the dimension

of the fermion. This dimension is 1/8πβ2. It means that the cosϕ potential for the

boson (or, equivalently, the mass term for the fermion) is relevant only if

1

4πβ2
< 2 ⇒ β2 >

1

8π
⇒ g > −π

4

In other words, for −π/2 < g < −π/4, the mass term is an irrelevant operator and the

massive Thirring model describes a massless theory in the infra-red!

Fermion = Kink

It will pay to look a little more closely at what becomes of a single, massive fermion.

The answer to this follows from looking at the map between currents (7.64). A single

fermion carries charge QV =
∫
dx j0V = 1. Correspondingly, it corresponds to a state

in the bosonic theory with charge

Qwind =
1

2π

∫
dx ∂xϕ = −1
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It is straightforward to find a classical configuration with that carries this charge. The

minima of the potential V (ϕ) ∼ − cosϕ lie at ϕ = 2πn. We simply need to take a

a configuration that interpolates between two minima, say from ϕ = 2π at x → −∞
to ϕ = 0 at x → +∞. We learn that the fermion is identified with a kink in the

Sine-Gordon model.

We can explore this kink in more detail. The classical energy of any configuration in

the Sine-Gordon model can be written, up to an unimportant constant, as

E =

∫
dx

β2

2
ϕ′ 2 +

2m

πϵ
sin2(ϕ/2)

We can rewrite this using the Bogomolnyi trick, in which we complete the square thus:

E =

∫
dx

β2

2

(
ϕ′ ±

√
4m

β2πϵ
sin(ϕ/2)

)2

∓
√

4mβ2

πϵ
ϕ′ sin(ϕ/2) (7.68)

The first term is a total square, and hence positive definite. The second term is a total

derivative. This ensures that we can bound the energy of any configuration in terms

of the end points

E ≥ 4

√
mβ2

πϵ

∣∣∣∣[ cos(ϕ/2)]+∞

−∞

∣∣∣∣
For a kink that interpolates between neighbouring minima, we have

Ekink ≥ 8

√
mβ2

πϵ

with equality if the Bogomolnyi equations are satisfied, which can be found in the total

square in (7.68),

ϕ′ = ±
√

4m

β2πϵ
sin(ϕ/2)

These equations aren’t quite satisfactory, since they still include the UV cut-off ϵ.

This arises here because we’re using an unholy combination of classical and quantum

analysis. Still, there’s a simple way to fix it. For g = 0 or, equivalently, β2 = 1/4π, the

Sine-Gordon model describes a free fermion. Here, the mass of the Bogomolnyi kink is

Ekink =
4

π

√
m

ϵ
(7.69)

which suggests that we should take the ϵ = 16/mπ2 = mπ2/16 if we want the semi-

classical analysis of the Sine-Gordon model to reproduce the mass m of the fermion.
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There is a more general lesson lurking here. Bosonization provides us with a duality

between two different theories, in which the elementary excitation of one theory is

mapped into a soliton of the other. This, it turns out, is a characteristic signature of

dualities in different dimensions. (We will meet an example in 3d where particles are

mapped to vortices in Section 8.2.) Often these other dualities are not well understood.

Two dimensional bosonization provides a useful grounding, where the map between the

two theories can be performed explicitly.

7.5.6 QED2: The Schwinger Model

The Schwinger model is the name given to QED in two dimensions: it consists of a

single Dirac fermion, coupled to a U(1) gauge field. The action is

S =

∫
d2x

1

2e2
F 2
01 +

θ

2π
F01 + iψ̄ /Dψ − imψ̄ψ

As we have seen in Sections 7.1 and 7.2, Maxwell theory is strongly coupled in two

dimensions, and electric charges confine. When the fermion is very heavy, m2 ≫ e2,

we can use standard perturbative techniques to solve the model. In contrast, when the

fermions are light the theory is strongly coupled and we must look elsewhere for help.

Fortunately, as we now see, bosonization will do the job for us.

The coupling between the fermion and the gauge field is buried in the covariant

derivative: /Dψ = /∂ψ − iAµγ
µψ. As usual, the gauge field couples to the fermion

current, as Aµj
µ
V . This makes it straightforward to write down the bosonised version,

S =

∫
d2x

1

2e2
F 2
01 +

θ

2π
F01 +

1

8π
(∂µϕ)

2 +
1

2π
Aµϵ

µν∂νϕ+
m

πϵ
cosϕ

=

∫
d2x

1

2e2
F 2
01 +

1

2π
(θ + ϕ)F01 +

1

8π
(∂µϕ)

2 +
m

πϵ
cosϕ (7.70)

where the second line follows after an integration by parts. Already here, there’s

something rather nice. Suppose that the mass m = 0. The equation of motion for ϕ is

then
1

4π
∂2ϕ = − 1

2π
F01

But we know from our bosonization formula (7.65) that the axial current is jµA =

−∂µϕ/2π, so we can write this a

∂µj
µ
A =

1

π
F01

But this agrees with our earlier derivation (3.36) of the anomaly in two dimensions.

Previously the anomaly was a subtle quantum effect; after bosonization, it simply

becomes the equation of motion.
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Meanwhile, the equation of motion for the gauge field includes

∂x

(
1

e2
F01 +

1

2π
ϕ

)
= 0 ⇒ F01 = −

e2

2π
ϕ

where the second condition comes from requiring that this combination vanishes at

infinity. This is reminiscent of our result in Section 7.1 where we found that the theta

angle gives rise to a background magnetic field (7.7). However, once again, we find this

result simply from the classical equation of motion, without the need to invoke any

quantisation. A more careful analysis, along the lines of Section 7.1 shows that

F01 = −
e2

2π
(θ + ϕ)

which seems very reasonable given the action (7.70). (Note: in Section 7.1, we denoted

the Wilson line as ϕ; this is not to be confused with the bosonized fermion ϕ we are

working with here.)

To answer further questions, note that the gauge field Aµ only appears in the field

strength in (7.70). If we take the theory to sit on a line, so that there is no quantisation

condition on F01, we can integrate out the gauge field to get

S =

∫
d2x

1

8π
(∂µϕ)

2 +
m

πϵ
cosϕ− e2

8π2
(θ + ϕ)2

Note that we have now lost the periodicity in ϕ. (This is restored on a compact space

where
∫
F01 ∈ 2πZ. In this case, the potential gets replaced by minn (θ+ϕ+2πn)2. We

encountered similar periodic, but non-smooth potentials in our study of 4d Yang-Mills

theory at large N in (6.18).)

There are a number of things we can now look at. First, suppose that our original

fermions were massless, with m = 0. Note that we can now absorb the theta angle

simply by rescaling ϕ → ϕ − θ. This is to be expected: as discussed in Section 3.3.3,

the chiral anomaly means that the theta angle is always redundant in the presence of

massless fermions. We’re left simply with a real scalar field whose mass is

mass2 =
e2

π

We learn that the massless Schwinger model is not, in fact, massless. It has a gap.
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Let’s now turn on the fermion mass m. The minima of the potential now sit at

sinϕ = − e2ϵ

4πm
(θ + ϕ) (7.71)

For large m, this has many solutions but, at least when θ ̸= π, there is only a unique

ground state. There is now no kink solution that interpolates between neighbouring

minima because the minima are no longer degenerate. This reflects the physics of

confinement that we saw in Section 7.1: a single fermion costs infinite energy due the

resulting flux tube which stretches to infinity. The finite energy excitations are mesons,

bound states of fermions and anti-fermion. One may use the bosonized action above

to study these in the limit of small mass.

Something interesting happens when θ = π. This is simplest to see if we shift

ϕ̂ = ϕ− π. The minima of (7.71) then sit at

sin ϕ̂ =
e2ϵ

4πm
ϕ̂ (7.72)

This can be solved graphically. When m≫ e2ϵ, there are many solutions. The obvious

one at ϕ̂ = 0 is actually a local maxima of the potential. There are then two degenerate

minima. This is what we expect from our discussion in 7.1: integrating out the very

heavy fermion leaves us with pure Maxwell theory at θ = π, and we know that this has

two degenerate ground states.

Now we can decrease the mass. The number of solutions to (7.72) starts to decrease

and for m ≪ e2ϵ, we have just a single ground state at ϕ̂ = 0. The critical point

happens at 4πm = e2ϵ, when the two degenerate minima merge into a single one. But

this is a very familiar phase transition: it is described by the Ising critical point. We

learn that as we vary the mass at θ = π, the Schwinger model becomes gapless and is

described by the 2d Ising CFT. Note that this is exactly the same behaviour that we

saw for the Abelian Higgs model in Section 7.2.

7.6 Non-Abelian Bosonization

Consider N , massless Dirac fermions, ψi with i = 1, . . . , N . Decomposing each into a

Weyl fermion, the action is

S =

∫
d2x iψ†

−i∂+ψ−i + iψ†
+i∂−ψ+i (7.73)

where ∂± = ∂t±∂x. We clearly have a U(N)×U(N) chiral symmetry, which rotates the

left- and right-handed fermion separately. In fact, in two dimensions each Weyl fermion
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can be further split into two Majorana-Weyl fermions. This follows from the fact that

we can choose a basis of gamma matrices (7.30) that are both in the chiral basis and

real. The upshot is that the free fermions (7.73) actually have an O(2N) × O(2N)

chiral symmetry.

But what becomes of this symmetry on the bosonic side? We have N compact,

real bosons ϕi. Because these are compact, there is not even an O(N) symmetry that

rotates them. (This is the statement that RN has a O(N) symmetry acting on it, but

the torus TN does not.) Instead, all we have is the Cartan subalgebra U(1)N , together

with the corresponding action on the dual scalars.

What to make of this? One might think that it’s no biggie: after all, the bosonic the-

ory should presumably have the enlarged symmetry since its equivalent to its fermionic

cousin. But it would be nice to make this manifest. And, fortunately, there is a

beautiful way to do so, as first explained by Witten.

Here we will bosonize, keeping the U(N) × U(N) symmetry manifest, although a

similar method works for the O(2N) × O(2N) chiral symmetry too. Let’s start by

looking at the currents. The overall U(1) × U(1) takes a similar form to the previous

section, but we write this as

j− = 2ψ†
−iψ−i and j+ = 2ψ†

+iψ+i

These are the components of the vector and axial current written in the lightcone

coordinates x± = t ± x. But now we also have the non-Abelian flavour symmetries,

with the corresponding SU(N) currents,

Ja− = 2ψ†
−iT

a
ijψ−j and Ja+ = 2ψ†

+iT
a
ijψ+j

where T aij are the generators of su(N). The equations of motion for the fermions ensure

that the currents obey

∂+j− = ∂−j+ = 0 and ∂+J
a
− = ∂−J

a
+ = 0

We would like to ask: can we write down a bosonic model that has the same currents?

Rather than jumping immediately to the model, we’re first going to write down an

ansatz for the form of the currents, and then see if we can come up with an action

which reproduces this.
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We’ve already seen how to do this for the U(1) currents: we simply write them in

terms of a compact boson ϕ. In lightcone coordinates, this becomes

j− =
1

2π
∂−ϕ and j+ = − 1

2π
∂+ϕ

What’s the analog expression for the non-Abelian currents? Here’s a guess. First

let’s write the Abelian currents in a way that highlights their U(1)-ness. We define

g̃ = eiϕ ∈ U(1). Then we can write

j− = − i

2π
g̃−1∂−g̃ and j+ =

i

2π
g̃−1∂+g̃ (7.74)

This is now something that we can hope to generalise. We introduce the group-valued

field

g(x, t) ∈ SU(N)

We then define the currents

J− = − i

2π
g−1∂−g and J+ =

i

2π
(∂+g)g

−1 (7.75)

Note that the ordering of g and g−1 matters in these expressions and differs from what

we might naively have written down simply by copying (7.74). The reason for the

choice above is that we want these currents to obey conservation laws

∂+J− = ∂−J+ = 0 (7.76)

Happily, the ordering in (7.75) means that the first of these conservation laws implies

the second,

∂+J− = 0 ⇒ (∂+g
−1)∂−g + g−1∂+∂−g = 0

g(∂+g
−1)∂−g + ∂+∂−g = 0

∂+g(∂−g
−1)g + ∂+∂−g = 0

∂+g∂−g
−1 + (∂+∂−g)g

−1 = 0 ⇒ ∂−J+ = 0 (7.77)

Had we chosen a different order of g and g−1 in (7.75) then the conservation laws (7.76)

turn out to be inconsistent with each other.

Now we’ve got a good candidate for the currents (7.75), we want to write down

an action for g whose dynamics implies their conservation. In fact, given the group
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structure, we are pretty restricted in what we can write down. If we want an action

with two derivatives, then there is a unique choice,

S =

∫
d2x

1

4λ2
tr
(
∂µg ∂

µg−1
)

(7.78)

for some dimensionless coupling λ2. We have met this structure before: it is identical to

the chiral Lagrangian (5.7) that we used to describe pions in QCD. This is a non-linear

sigma model, whose target space is the group manifold SU(N). In two-dimensions,

the sigma-models whose target spaces are group manifolds are sometimes referred to

as principal chiral models.

The action (7.78) enjoys two global symmetries, in which we act by an SU(N)

transformation on either the left or right,

g → Lg or g → gR , L,R ∈ SU(N)

This gives rise to two currents JµL ∼ (∂µg)g−1 and JµR ∼ (∂µg−1)g. (We computed

these currents in the context of the chiral Lagrangian in (5.11) and (5.12).) These

indeed take the a similar form to our chiral currents J− and J+ defined in (7.75),

which is encouraging. However, closer inspection tells us that things aren’t quite as

straightforward. The equation of motion from (7.78) implies that ∂µJ
µ
L = ∂µJ

µ
R = 0,

but this not the same thing as what we wanted in (7.76). We learn that the symmetry

structure of the bosonic model (7.78) differs from that of N free fermions.

There is also a dynamical reason why the sigma model (7.78) cannot describe free

fermions: it is asymptotically free. The coupling λ2(µ) runs with scale µ and its one-

loop beta function can be shown to be

µ
dλ2

dµ
= −(N − 2)

λ2

4π

This is similar to the behaviour of the CPN−1 model that we met in Section 7.3. (It

is even more similar to the behaviour of the O(N) models in two dimensions that we

met in the lectures on Statistical Field Theory.) In the infra-red, the non-linear sigma

model (7.78) is expected to flow to a gapped phase.

7.6.1 The Wess-Zumino-Witten Term

The simple sigma-model (7.78) does not have the right properties to describe free

fermions. However, it is possible to modify this theory to give us what we want. The

modification is a little subtle, but it’s a subtlety that we have met before: the extra term

cannot be written as integral over 2d spacetime, but instead only over a 3d spacetime.

Such terms are called Wess-Zumino-Witten terms, and we saw an example in Section

5.5 in the context of the chiral Lagrangian for QCD.
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Things are simplest if we work in the Euclidean path integral and take our spacetime

to be S2. We introduce a three-dimensional ball, D, such that ∂D = S2. We extend the

fields g(x, t) over S2 to g(y), where y are coordinates on the ball D. We then consider

the modified action,

S =

∫
d2x

1

4λ2
tr
(
∂µg ∂

µg−1
)
+ k

∫
D

d3y ω (7.79)

where

ω =
i

24π
ϵµνρ tr

(
g−1 ∂g

∂yµ
g−1 ∂g

∂yν
g−1 ∂g

∂yρ

)
This has a very similar structure to the five-dimensional WZW term (5.35) that we

introduced in Section 5.5.

Just as in the 4d story, there is an ambiguity in our choice of 3d-dimensional ball D

with ∂D = S2. We could just as well take a ball D′, also with ∂D′ = S2 but with the

opposite orientation. The now-familiar topological quantisation conditions tell us that

exp

(
ik

∫
D

d5y ω

)
= exp

(
−ik

∫
D′
d5y ω

)
⇒ exp

(
ik

∫
S3

d3y ω

)
= 1

where we have stitched together the two three-balls to make the three-sphere S3 =

D ∪ D′. The integrand provides a map from S3 to the group manifold SU(N) with

fields g(y). But, as we saw in the context of instantons in Section 2.3, these maps are

characterised by the homotopy group

Π3(SU(N)) = Z for N ≥ 3

It turns out that, for configurations with winding n, the WZW term evaluates to∫
S3 d

3y ω = 2πn. This quantisation condition then tells us that the coefficient of the

WZW term must be an integer.

k ∈ Z

We refer to this integer as the level.

The effect of the WZW term in two dimensions is, in many ways, much more dramatic

than that of its four dimensional counterpart. In 4d, we had to look at rather specific

scattering processes, or baryons, to see the implications of the WZW term. In contrast,

in 2d the presence of the WZW term affects even the phase of the theory. To see this,
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we can look again at the beta function for λ2. At one-loop, one finds that it picks up

an extra term, given by

µ
dλ2

dµ
= −(N − 2)

λ2

4π

[
1−

(
λ2k

4π

)2
]

We see that there is now a fixed point of the RG equation, at

λ2 =
4π

|k|
(7.80)

Here the theory is described by a gapless CFT, known as the SU(N)k WZW theory. It

is completely solvable using various CFT techniques, although we will not discuss these

here. Since our one-loop computation is valid for λ2 ≪ 1, we can trust the existence of

this fixed point only when k ≫ 1 and the theory remains weakly coupled. Nonetheless,

the fixed point is known to persist for all k ∈ Z.

At the fixed points, something nice happens with the currents. The classical equation

of motion of the action (7.79) is

1

2λ2
∂µ(g

−1∂µg)−
k

8π
ϵµν∂µ(g

−1∂νg) = 0

In lightcone coordinates, with metric η+− = 1, this reads(
1

2λ2
+

1

8πk

)
∂−(g

−1∂+g) +

(
1

2λ2
− 1

8πk

)
∂+(g

−1∂−g)

At the fixed point (7.80), one of these terms vanishes. Which one depends on the sign

of k. For k > 0, we’re left with

∂−(g
−1∂+g) = 0

which is precisely the condition ∂−J+ = 0 that we wanted for the chiral current (7.76).

The other condition ∂+J− = 0 then follows automatically, as shown in (7.77).

We’ve found that, for each N , there is a set of conformal field theories, labelled by

k ∈ Z. That’s nice but which, if any, describe N free fermions? The answer to this

comes from looking more closely at the algebra obeyed by the SU(N) currents. We

won’t give details of the calculation here, and instead just sketch the basic facts. The

SU(N) currents turn out to obey an extension of the usual su(N) Lie algebra, with an

extra term referred to as a central charge,

[Ja±(x), J
a
±(y)] = ifabcJ±(x)δ(x− y)±

ik

4π
δabδ′(x− y)
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with fabc the structure constants of su(N) and δ′(x) the derivative of the delta function.

This is known as a Kac-Moody algebra, and its properties are well studied. It is known

that the algebra has unitary representations only if k ∈ Z, a fact which sits well with

our realisation as currents in the WZW model.

One can also compute the same algebra for N free Dirac fermions. Here the compu-

tation is somewhat simpler and follows from the usual commutation relations for free

fermions. One finds the Kac-Moody algebra above, but with the specific value k = 1.

We learn that we can bosonize N free Dirac fermions to an SU(N) WZW model at

level k = 1, together with a compact boson ϕ to describe the U(1) currents. In other

words, the following action

S =

∫
d2x

1

8π
(∂µϕ)

2 +
1

16π
tr
(
∂µg ∂

µg−1
)
+

∫
D

d3y ω

is, despite appearances, N free Dirac fermions in disguise.

7.7 Further Reading

Quantum field theories in low dimensions were originally studied by particle physicists.

They were viewed as toy models, in which some of the more outlandish behaviour of

quantum field theory, such as confinement, or a dynamically generated mass, could

be viewed in a tractable setting, giving comfort in a time of confusion. Later it was

realised that many of these quantum field theories have direct application to condensed

matter systems.

This programme was initiated by Schwinger who, in 1962, studied massless QED

in d = 1 + 1 [174], in what is probably the first time that a strongly interacting

quantum field theory was solved. This is a model which trivially confines and, somewhat

less trivially, exhibits a mass gap. In these lectures, we solved it using bosonization

techniques. Schwinger used operator methods. One conclusion that he took from this

study was that thinking in terms of elementary particles can be misleading in strongly

interacting field theories:

“This line of thought emphasizes that the question “Which particles are

fundamental?” is incorrectly formulated. One should ask “What are the

fundamental fields?”.”

The massive Schwinger model was revisited by Coleman and collaborators in the 1970s

to better understand both confinement and the role played by the theta angle in two

dimensions [28, 30]. The full phase structure of the theory, including the critical point

at θ = π, was described in [179].
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Gross and Neveu introduced their models of N interacting fermions in 1974 [85].

Their goal was to test drive an asymptotically free theory which exhibits a dynamically

generated mass scale as well as, in this case, dynamical spontaneous symmetry breaking.

Witten later determined the spectrum of kinks [218] and showed how to reconcile the

apparent breaking of the U(1) chiral symmetry [219] with the lack of Goldstone bosons

in two dimensions in [134, 26].

The role of instantons in determining the phase structure of the two-dimensional

Abelian-Higgs model was first discussed by Callan, Dashen and Gross in [24]. One

might have thought that this was a warm-up to understanding the vacuum structure

of four-dimensional gauge theories, but in fact it was a warm-down to check that their

earlier 4d analysis was sensible. The full phase diagram, including the critical point at

θ = π, was described in the appendix of Witten’s CPN paper [220]. A more modern

perspective on this critical point was discussed in [123].

The CPN model was proposed in 1978 [50, 81]. It was quickly noticed that it shares

a number of properties with Yang-Mills, including asymptotic freedom, instantons and

a large N expansion. It was first solved at large N by D’Adda, Lüscher and Di Vecchia

[36]. Soon after, Witten studied the interplay between instantons, the theta term and

the large N expansion, and argued that this provided a useful analogy for Yang-Mills

in four dimensions [220]. The fact that the CP1 model at θ = π is a gapless theory

was first conjectured by Haldane in [87]

In the high energy literature, bosonization was introduced by Sidney Coleman [29]. In

the condensed matter literature, related results were derived slightly earlier by Luther

and Peschel [128], and also by Mattis. Coleman ends his paper with the typically

charming admission “Schroer has also pointed out that many of the results obtained

here are in close correspondence with the results of [...] Luther and collaborators.

Luther and I are in total agreement with Schroer on this point; we are also united in

our embarrassment that we were incapable to reaching this conclusion unprompted.

(Our offices are on the same corridor.)” The non-local relationship between fermions

and bosons was discovered soon after by Mandelstam [131]. An earlier, lattice version

of this relationship can be found in the Jordan-Wigner transformation. Finally, the

non-Abelian bosonization is due to Witten in the beautiful paper [227].

There are a number of excellent reviews on bosonization, including [177, 178]

These lectures notes do not discuss conformal field theories in d = 1+ 1 dimensions.

This is a vast topic that deserves its own course. An introduction to the very basics

can be found in the lectures on string theory [192]; an introduction to more than the
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basics can be found in the lectures by Ginsparg [74]; and a fuller treatment can be

found in the big yellow book [40].
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8. Quantum Field Theory on the Plane

In this section, we step up a dimension. We will discuss quantum field theories in

d = 2 + 1 dimensions. Like their d = 1 + 1 dimensional counterparts, these theories

have application in various condensed matter systems. However, they also give us

further insight into the kinds of phases that can arise in quantum field theory.

8.1 Electromagnetism in Three Dimensions

We start with Maxwell theory in d = 2 = 1. The gauge field is Aµ, with µ = 0, 1, 2.

The corresponding field strength describes a single magnetic field B = F12, and two

electric fields Ei = F0i. We work with the usual action,

SMaxwell =

∫
d3x − 1

4e2
FµνF

µν + Aµj
µ (8.1)

The gauge coupling has dimension [e2] = 1. This is important. It means that U(1)

gauge theories in d = 2 + 1 dimensions coupled to matter are strongly coupled in the

infra-red. In this regard, these theories differ from electromagnetism in d = 3 + 1.

We can start by thinking classically. The Maxwell equations are

1

e2
∂µF

µν = jν

Suppose that we put a test charge Q at the origin. The Maxwell equations reduce to

∇2A0 = Qδ2(x)

which has the solution

A0 =
Q

2π
log

(
r

r0

)
+ constant

for some arbitrary r0. We learn that the potential energy V (r) between two charges,

Q and −Q, separated by a distance r, increases logarithmically

V (r) =
Q2

2π
log

(
r

r0

)
+ constant (8.2)

This is a form of confinement, but it’s an extremely mild form of confinement as the

log function grows very slowly. For obvious reasons, it’s usually referred to as log

confinement.
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In the absence of matter, we can look for propagating degrees of freedom of the gauge

field itself. As explained in the previous section, we expect the gauge field to have a

single, propagating polarisation state in d = 2 + 1 dimensions.

8.1.1 Monopole Operators

Something special happens for U(1) gauge theories in d = 2 + 1 dimensions: they

automatically come an associated global U(1) symmetry that we will call U(1)top, the

“top” for “topological”. The associated current is

Jµtop =
1

4π
ϵµνρFνρ (8.3)

which obeys the conservation condition ∂µJ
µ
top = 0 by the Bianchi identity on Fµν . The

associated conserved quantity is simply the magnetic flux

Qtop =

∫
d2x J0

top =
1

2π

∫
d2x B

In quantum field theory, symmetries act on local operators. The operators that trans-

form under U(1)top are not the usual fields of the theory. Rather, they are disorder

operators, entirely analogous to the ’t Hooft lines that we introduced in Section 2.6. In

the present context, they are referred to as monopole operators.

We work in Euclidean space. A monopole operatorM(x) inserted at a point x ∈ R3

is defined in the path integral by requiring that we integrate over field configurations

in which there is a Dirac monopole inserted inserted at the point x. This means that,

for an S2 surrounding x, we have

1

4π

∫
S2

d2Sµ ϵ
µνρFνρ = 1 (8.4)

This operator creates a single unit of magnetic flux so that, in the presence ofM(x),

the topological current is no longer conserved; instead it has a source

∂µJ
µ
top = δ3(x) (8.5)

Equivalently, the monopole operator is charged under U(1)top so that

U(1)top :M(x) 7→ eiαM(x) (8.6)

The definition of monopole operators given above is somewhat abstract. As we will

now see, in certain phases of the theory it is possible to give a more concrete definition.
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Consider free Maxwell theory. Alternatively, consider U(1) gauge theory coupled to

charged fields with massesm≫ e2. In both cases, the theory lies in the Coulomb phase,

meaning that low energy spectrum contains just a single, free massless photon. The

partition function is particularly straightforward; ignoring gauge fixing terms, we have

Z =

∫
DAµ exp

(
−
∫
d3x − 1

4e2
FµνF

µν

)
Because the action depends only on Fµν , and not explicitly on Aµ, we can choose

instead to integrate over the field strength. However, we shouldn’t integrate over all

field strengths; in the absence of monopole operators, we should integrate only over

those that satisfy the Bianchi identity ϵµνρ∂µFνρ = 0. We can do this by introducing a

Lagrange multiplier field σ(x),

Z =

∫
DFµνDσ exp

(
−
∫
d3x − 1

4e2
FµνF

µν +
i

4π
σϵµνρ∂µFνρ

)
(8.7)

If the field strength obeys the Dirac quantisation condition, then σ has periodicity 2π.

But in this formulation, it is particularly straightforward to implement a monopole

operator. We simply add to the path integral

M(x) ∼ eiσ(x) (8.8)

This ensures that the topological current has a source (8.5) or, equivalently, inserts a

monopole at x.

We can now go one step further, and integrate out the field strength Fµν . We’re left

with an effective action for the Lagrange multiplier field σ(x) which, in this context, is

usually referred to as the dual photon. We’re left with the effective action,

Z = exp

(
−
∫
d3x

e2

8π2
∂µσ∂

µσ

)
(8.9)

Clearly this describes a single, propagating degree of freedom. But this is what we

expect for a photon in d = 2 + 1 which has just a single polarisation state.

In this formulation, the global symmetry U(1)top is manifest, and is given by

U(1)top : σ 7→ σ + α (8.10)

This agrees with our expected symmetry transformation (8.6) given the identification

(8.8). The associated current can be read off from (8.9); it is

Jµtop =
e2

(2π)2
∂µσ (8.11)
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There’s one, nice twist to this story. The theory (8.9) has a degeneracy of ground states,

given by constant σ ∈ [0, 2π). These degenerate ground states reflects the fact that if

we place some magnetic flux in the Coulomb phase then it spreads out. In any of these

ground states, the global symmetry U(1)top acts like (8.10) and so is spontaneously

broken. The associated Goldstone boson is simply σ itself. But this is equivalent to

the original photon. We have the chain of ideas

Coulomb Phase : Unbroken U(1)gauge ⇔ Spontaneously Broken U(1)top

⇔ Goldstone Mode = Photon

A related set of ideas also holds in higher dimensions, but now with the U(1)top a

generalised symmetry, which acts on higher dimensional objects, as we discussed in

Section 3.6.2. d = 2 + 1 dimensions is special because the disorder operator M(x) is

a local operator, ensuring that U(1)top is a standard global symmetry, rather than the

less familiar generalised symmetry.

8.2 The Abelian-Higgs Model

We can get some more intuition for the role of monopole operators, and 3d gauge

theories in general, by looking at the Abelian-Higgs model. This is a U(1) gauge

theory coupled to a scalar field ϕ which we take to have charge 1. The action is

SAH =

∫
d3x − 1

4e2
F 2
µν + |Dµϕ|2 −m2|ϕ|2 − λ

2
|ϕ|4 (8.12)

We will look at what happens to this theory as we vary the mass m2 from positive

to negative. This is a game that we’ve already played in both d = 3 + 1 dimensions

(in Section 2.5.2) and in d = 1 + 1 dimensions (in Section 7.2). In both cases, the

interesting physics came from vortices in the m2 < 0 phase, and the same will be true

here.

When the mass is small, |m| ≪ e2, the theory is strongly coupled in the infra-red.

It is difficult to get a handle on the physics here, although we will ultimately be able

understand what happens. In contrast, when |m| ≫ e2, we can first understand the

dynamics of the scalar in a regime where the gauge field is weakly coupled, and then

figure out what’s left. We first look at these two phases.

m2 ≫ e4: When m2 > 0 we can simply integrate out the scalar, to leave ourselves

with free Maxwell theory below the scale of m2. This is the gapless Coulomb phase, in

which we have an unbroken U(1) gauge symmetry. As we explained above, this means

that the global symmetry U(1)top is spontaneously broken. The Goldstone mode is the

photon.
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There are also massive, charged excitations in this phase that come from the ϕ field.

They interact through the Coulomb force which means that charges of opposite sign

experience a logarithmically confining potential (8.2).

m2 ≪ −e4: This is the Higgs phase. The scalar condenses,

|ϕ|2 = −m
2

λ

giving the photon a mass. This phase is gapped. The U(1)gauge symmetry is sponta-

neously broken. But now the global topological symmetry U(1)top is unbroken.

The finite energy states of the theory which carry non-vanishing Qtop charge are

the vortices. We discussed these in detail in both d = 3 + 1 dimensions where the

vortices are strings (see section 2.5.2) and in d = 1 + 1 dimensions where the vortices

are instantons (see Section 7.2). In d = 2 + 1, vortices are particle-like excitations.

They are classical configurations in which the phase of ϕ winds asymptotically in the

spatial plane R2. They have finite energy, and finite quantised magnetic flux∮
dxi ∂iϕ =

1

2π

∫
d2x B = Qtop ∈ Z

This is what monopole operators do in the Higgs phase: they create vortices. The

upshot is that we can characterise the Higgs phase of the theory as

Higgs Phase : Spontaneously broken U(1)gauge ⇔ Unbroken U(1)top

⇔ Charged Excitation = Vortex

m2 = 0: In d = 2 + 1, the two phases at m2 > 0 and m2 < 0 are clearly different

since they have a different global symmetry U(1)top. (This is in contrast to the story

in d = 1 + 1 where vortices are instantons and blur the distinction between the two

phases.)

We can ask: what happens as we dial m2 from positive to negative. We expect a

phase transition to occur at some point, we which we heuristically refer to as m2 = 0.

(In practice, this point can be shifted away from zero). Is this a first order phase

transition, or second order? If second order, what universality class does the theory

lie in? Because the theory is strongly coupled in the regime |m| ≲ e2 it is difficult to

perform any quantitative calculations to answer this question. Instead, we will guess.
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To guide our guess, we use the symmetries of the problem. Since we have identified

the global U(1)top symmetry as distinguishing phases, it seems reasonable to postulate

that the phase transition lies in the same universality class as other theories governed

by a U(1) global symmetry. This turns out to be true, and underlies a rather beautiful

feature of 3d gauge theories known as particle-vortex duality.

8.2.1 Particle-Vortex Duality

In quantum field theories, there are very often two kinds of particle excitations that can

appear. The first kind is the familiar excitation that we get when we quantise a local

field. This is that kind that we learned about in our Quantum Field Theory course.

The second kind we’ve seen a number of times in these lectures: they are solitons.

Despite the fact that these two kinds of particles arise in different ways, there is

really little difference between them in the quantum theory. In particular, both are

described as states in the Fock space. Typically at weak coupling, the solitons are

much heavier than the “elementary particles”, but that’s more a limitation of our need

to work at weak coupling. It may be – and often is – that as we move into strongly

coupled regimes, the solitons become light.

This opens up an intriguing possibility. Is it possible to write down a different

quantum field theory in which the roles of solitons and elementary particles are reversed.

These two quantum field theories would describe the same physics, but what appears

as a soliton in one would appear as an elementary particle in the other, and vice versa.

This is referred to a duality.

In fact, we’ve already met a simple example of a duality in these lectures. In Section

7.5, we used bosonization to demonstrate the equivalence between a massive fermion

and the Sine-Gordon model. The elementary fermion arises as a kink in the Sine-Gordon

model.

Typically, dualities get harder to construct with any conviction as the number of

dimensions increases. There wonderful examples of dualities in d = 3 + 1, which ex-

change electric and magnetic excitations, but they need supersymmetry to keep control

over the dynamics and so are beyond the scope of these lectures. However, things are

somewhat easier in d = 2 + 1. Here we do have examples of dualities. In contrast to

the bosonization story of Section 7.5, we are unable to prove the d = 2 + 1 dualities

from first principles, but nonetheless have convincing evidence that they are true. We

will see a number of these dualities as we proceed.
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As we’ve seen above, in d = 2 + 1 dimensions the appropriate solitons are vortices.

We will now propose a second theory, whose classical dynamics is different from the

Abelian-Higgs model (8.12), but whose quantum dynamics is argued to be identical.

The vortices in one theory are identified with the elementary particles of the other. For

this reason, the claimed equivalence of the two theories is referred to as particle-vortex

duality.

The XY-Model

The theory which is claimed to be dual to the 3d Abelian-Higgs model is simply a

theory of a complex scalar field ϕ̃, without any gauge field,

SXY =

∫
d3x |∂µϕ̃|2 − m̃2|ϕ̃|2 − λ̃

2
|ϕ̃|4 (8.13)

This is known as the XY-Model. At first glance, the physics of this model is rather

different from the XY-model. Indeed, at first glance it appears to have fewer degrees

of freedom because it is missing the gauge field. Nonetheless, as we now explain, they

describe the same physics, albeit in a non-obvious and interesting way.

Let’s first address the issue of degrees of freedom. The XY-model clearly has two

degrees of freedom in the UV where it is weakly coupled. But the Abelian-Higgs model

has the same number: the gauge redundancy removes one degree of freedom from ϕ,

but this is replenished by the single polarization state of the photon. We learn an

interesting lesson: gauging a U(1) symmetry in d = 2 + 1 changes the dynamics, but

does not change the overall number of degrees of freedom. This will be important in

later developments.

We can also match the symmetries between the XY-model and the Abelian-Higgs

model. The XY-model clearly has a U(1) global symmetry which rotates the phase of

ϕ̃. The associated current is

JµXY = i
(
ϕ̃†∂µϕ̃− (∂µϕ̃†)ϕ̃

)
The Abelian-Higgs model also has a single global symmetry that we called U(1)top. You

might worry that the Abelian-Higgs model also has a gauge symmetry, which is clearly

not shared by the XY-model. But, as we have stressed many times, gauge symmetries

are not symmetries at all, but redundancies. This gives another important lesson: there

is no need for gauge symmetries to match on both sides of a duality.

We can now look at how the physics of the XY-model changes as we vary the mass:
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m̃2 > 0: This is a gapped phase. The ϕ̃ excitations are massive and carry charge

under the unbroken U(1) global symmetry. We see that, at least with broad brush, this

looks similar to the the Higgs phase of the Abelian-Higgs model, in which the U(1)top
symmetry was unbroken. In that case, the vortices carried charge under U(1)top.

m̃2 < 0: In this phase, ϕ̃ gets a vacuum expectation value and the U(1) global

symmetry is broken. We can write ϕ̃ = ρeiσ. The fluctuations of ρ are massive, while

the σ field is massless: it is the Goldstone mode for the broken U(1). Notice that we’ve

given this field the same name as the dual photon in the Abelian-Higgs model. This is

not a coincidence.

Again, with broad brush this looks similar to the gapless Coulomb phase of the

Abelian-Higgs model. However, the Coulomb phase was also characterised by the

existence of massive, charged ϕ excitations that were logarithmically confined. Can we

see similar excitations in the XY-model? The answer is yes.

The ordered phase of the XY-model also has vortices. As before, these arise from

the phase of ϕ̃ winding asymptotically, but now there is no gauge field to cancel the

log divergence in their energy,∫
d2x |∂iϕ̃|2 =

∫
dθdr r

1

r2
|∂θϕ̃|2 + . . . = 2π

∫ ∞

0

dr
n2

r
|ϕ̃|2 + . . .

The energy of a single vortex is logarithmically divergent. But this divergence can

be cancelled by placing an anti-vortex at some distance r. It’s not hard to convince

yourself that the logarithm reappears in the potential energy between the vortex and

anti-vortex, which scales as

V =
1

2π
log

(
r

r0

)
for some cut-off r0. In other words, the vortices are logarithmically confined. This, of

course, is the same behaviour exhibited by charged particles in 3d electromagnetism.

m̃2 = 0: Lying between the two phases above is a critical point. Once again, we are

being a little careless in describing this as sitting at m̃ = 0; strictly, you should tune

both m̃ and the other parameters to hit the critical point.

This time, the physics of the critical point is well understood: this is the XY Wilson-

Fischer fixed point. We studied this in some detail in the lectures on Statistical Field

Theory using the epsilon expansion.
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The essence of particle-vortex duality is the claim that the Abelian-Higgs model also

flows to the XY Wilson-Fisher fixed point at m = 0. This claim can be traced back to

work of Peskin in the 1970s, but was brought to prominence by Dasgupta and Halperin

in the early 1980s. Given the similarity in their phase structure, this would seem to

be a reasonable claim. There is currently no proof of the duality, but there is now

convincing numerical evidence that it is true.

The Duality Dictionary

The key to particle-vortex duality is really the idea of universality: the two theories

(8.12) and (8.13) share the same critical point. We can then attempt to map the oper-

ators of the two theories at the critical point. We have only an incomplete dictionary

at the moment, but our discussion above allows us to start to fill in some entries. For

example, we have seen how the currents match on both sides

Jµtop ←→ JµXY

With two theories flowing to the same critical point, we can now turn on relevant

operators in each. As long as we turn on the same relevant operator, we are guaranteed

that the theories coincide in the neighbourhood of the fixed points. We have seen above

how this plays out: when the scalar condenses in one theory, it matches the phase in

which the scalar is not condensed in the other. Roughly speaking, we have

m2 ≈ −m̃2

Alternatively, we can write this in terms of the relevant operators at the critical point

as

|ϕ|2 ←→ −|ϕ̃|2 (8.14)

although since the critical points are strongly coupled, this relation is likely to have

corrections, with operators on both sides mixing with others.

Far from the critical point, we have seen that the theories have the same qualitative

features. In particular, the duality inherits its name from the map between massive

excitations,

gauge vortex ←→ ϕ̃ excitation

ϕ excitation ←→ global vortex

Only the first of these describes a map between finite energy excitations. In this case, it

is better to phrase the map in terms of local operators, rather than solitons: the essence
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of particle-vortex duality is that the monopole operator on one side is a traditional field

in the Lagrangian on the other,

M(x) ←→ ϕ̃(x) (8.15)

We could ask: do the interactions between these massive excitations agree in detail?

The answer is most likely no. One could add irrelevant operators to both the Abelian-

Higgs model and the XY model which will affect the interactions between these massive

particles. We would have to work much harder to get quantitative agreement away

from the critical point. For what it’s worth, it is possible to do this matching in certain

supersymmetric versions of the duality. Here, particle-vortex duality is referred to as

3d mirror symmetry.

The View from Statistical Physics

The claim of particle-vortex duality offers a very clear experimental prediction. Al-

though we have phrased our discussion in the context of physics in d = 2+1 dimensions,

everything goes through in the the Euclidean d = 3+0 world. Here, the theories (8.12)

and (8.13) can be viewed as statistical field theories, with the path integral describing

thermal rather than quantum fluctuations. More details can be found in the lecture

notes on Statistical Field Theory.

In this context, the 3d XY-model (8.13) governs the phase transition of a number of

systems, including the superfluid transition of liquid helium. Similarly, the 3d Abelian-

Higgs model (8.12) governs the superconducting phase transition, with the field strength

Fij, i, j = 1, 2, 3 describing the fluctuating magnetic field.

In both cases, the mass2 term determines the deviation from the critical temperature

Tc at which the phase transition occurs. But that makes the map (8.14) between the

masses rather surprising. It means that the duality maps the high temperature phase

of the superfluid to the low temperature phase of the superconductor, and vice versa.

The claim that both theories share a critical point then becomes the claim that the

two phase transitions have the same critical exponents. Experimentally, however, this

claim is incorrect: the two phase transitions are not the same. While the superfluid

transition exhibits the XY Wilson-Fisher exponents, the superconducting transition

has mean field exponents. It would seem that particle-vortex duality has been ruled

out experimentally!
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In fact this is too quick. Recall that the XY-model has two critical points. The mean

field critical point is unstable, with |ϕ|4 a relevant operator that drives the theory to

the Wilson-Fisher point. The same should be true of the Abelian-Higgs model. It is

thought that the mean field exponents seen in the superconducting transition reflect

the fact that the experiments haven’t got close enough to the true critical point, and

are instead probing the unstable mean field point. Calculations suggest that one would

start to see Wilson-Fisher critical exponents in the superconducting transition only at

T − Tc ∼ 10−9 K. Such a level of precision is not technologically feasible.

But this brings its own issues. It appears that we have a system in Nature which

is fine-tuned. The natural scale of the superconducting phase transition is Tc ∼ 10 K

or so. In the experiments, we tune the coefficient of |ϕ|2 by hand to hit the critical

temperature. But why is the coefficient of the |ϕ|4 relevant operator so small that it

only shows up when T −Tc ∼ 10−9 K? This is similar to the famous hierarchy problem

in the Standard Model, where again the coefficient of a relevant operator appears to

be fine-tuned.

Particle physicists have sleepless nights over fine tuning, and desperately search for

an explanation. In large part, this is because of experience with RG in statistical

physics, where any fine-tuning seen in Nature must also have an explanation. In the

case of superconductors, the apparent fine tuning is understood: it arises because the

underlying scalar field ϕ is not fundamental, but instead comprises of a Cooper pair

of electrons. (The analogous possibility for the Higgs fine tuning goes by the name

of technicolour.) A full explanation would take us too far from the purpose of these

lectures, but this suffices to ensure that the smallness of the |ϕ|4 relevant operator seen
in the superconducting transition is technically natural.

8.3 Confinement in d = 2 + 1 Electromagnetism

We’ve seen that classical electromagnetism in d = 2 + 1 dimensions confines particles,

but only weakly with a log potential

V (r) =
Q2

2π
log

(
r

r0

)
There is, however, an important effect in the quantum theory that turns the logarithmic

confining potential into a more powerful linearly confining potential. This effect, first

discovered by Polyakov, is due to instantons.

We’ve met instantons in d = 3 + 1 Yang-Mills theory in Section 2.3, and again in

the d = 1+1 Abelian-Higgs model in Section 7.2. In the latter case, vortices that play
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the role of instantons. Now that we are living in d = 2 + 1 dimensions, the instantons

should be objects localised in three Euclidean dimensions. But these are very familiar:

they are magnetic monopoles.

We’ve already introduced the idea of monopole operators in Section 8.1. These can

be thought of Dirac monopoles at a point. They are not quite what we want for the

present purposes. As a starting point for a semi-classical calculation, we would like the

monopoles to be smooth configurations with finite action. But we’ve seen such objects

before: we can use the ’t Hooft Polyakov monopole described in Section 2.8.

Recall that the ’t Hooft Polyakov monopoles arise in an SU(2) gauge theory (or,

more generally, any non-Abelian gauge theory) broken down to its Cartan subalgebra.

To achieve this, we couple the SU(2) gauge theory to a real, adjoint scalar ϕ and work

with the action

S =

∫
d3x − 1

2g2
trFµνF

µν +
1

g2
tr (Dµϕ)2 −

λ

4

(
trϕ2 − v2

2

)2

(8.16)

The ground state of the system has, up to a gauge transformation, ϕ = vσ3, and breaks

the gauge symmetry

SU(2)→ U(1)

At low energies, the spectrum contains just a single massless photon and looks like

pure electromagnetism. In addition, there is a neutral scalar with mass ∼
√
λgv and a

charged W-boson of mass ∼ v.

In this way, we can view the model as U(1) gauge theory, with a UV cut-off at the

scale v. The dimensionless gauge coupling constant is g2/v and to trust any semi-

classical calculation, we must take g2/v ≪ 1.

8.3.1 Monopoles as Instantons

Our main reason for introducing the action (8.16) is that, in Euclidean spacetime, it

admits smooth monopole solutions. These are the ’t Hooft Polyakov monopoles that

we introduced in Section 2.8, but now localised in Euclidean spacetime meaning that

they play the role of instantons, rather than particles. Here we recount the basics.

The existence of the monopoles can be traced to topology. Any finite action config-

uration must obey trϕ2 → v2 as x→∞. This defines a sphere S2 in field space, so all

finite action configurations are classified by a winding number Π2(S
2) = Z, defined as

ν =
1

8πv3

∫
S2
∞

d2Si ϵ
ijkϵabcϕ

a∂jϕ
b∂kϕ

c ∈ Z (8.17)
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However, winding comes at a cost. Any purely scalar configuration that winds has

linearly divergent action. This can be compensated by turning on a gauge field and

this, in turn, endows the soliton with magnetic charge in the unbroken U(1) ⊂ SU(2),

(2.91),

m = −1

v

∫
d2Si

1

2
ϵijk tr (Fjkϕ) = 4πν

The solution for a single monopole, with winding ν = 1, has asymptotic form

ϕa → v
xa

r
and Aai → −ϵaij

xj

r2
as x→∞

The action of this configuration is finite, and given by

Smono =
8πv

g2
f(λg2)

with f(λg2) a monotonically increasing function. It has the property that f(0) = 1, so

that the action above coincides with that of a BPS monopole (2.93) when λ = 0.

We’re used to the idea that finite action configurations in Euclidean space tunnel

between different vacua of the theory. But what vacua does the monopole tunnel

between? Clearly, it changes the magnetic flux Φ =
∫
d2x B on a spatial slice. If we

were living on a compact space, this would change the energy of a state, which is given

by

∆E =

∫
d2x

1

2
B2 ∼ 1

2
Area

(
Φ

Area

)2

with “Area” the area of a spatial slice. However, as the area tends to infinity, the flux

is suitably diluted and the cost in energy is vanishingly small. These are the different

vacua that the monopoles tunnel between.

A Dilute Gas of Monopoles and Anti-Monopoles

With our monopole solution in hand, we can use it as the starting point for a semi-

classical evaluation of the path integral. We should be getting used to this by now, and

we follow the structure of the calculation laid out in Section 2.3, and again in Section

7.2.

One key step in the calculation is to invoke the use of a dilute gas of instantons.

In the present case, this means we treat configurations of widely separated monopoles

and anti-monopoles, with magnetic charges mi = ±4π, as saddle points in the path

integral. In the previous situations, we argued that the action of a dilute gas of N

(anti)-instantons was roughly S ≈ NSinst, reflecting the fact that these are approximate

solutions when the objects are far separated.
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For monopoles, however, we should treat this step more carefully. Viewed as particles

in d = 3 + 1 dimensions, we know that the energy will pick up contributions from the

long range Coulomb forces between the monopoles. This translates into a contribution

to the action in our context. If a monopole of charge mi = ±4π sits at position Xi, the

total action will be

S = Smono

∑
i

(mi

4π

)2
+

1

4πg2

∑
i ̸=j

mimj

|Xi −Xj|

where the second term reflects the long range Coulomb interaction.

We evaluate the path integral by summing over these dilute gas configurations, con-

taining N constituents of either type. This results in the expression,

Z =
∞∑
N=0

∑
mi=±4π

1

N !

(
Ke−Smono

)N ∫ N∏
i=1

d3Xi exp

(
− 1

8πg2

∑
i ̸=j

mimj

|X i −Xj|

)
(8.18)

Here K is the usual contribution from one-loop determinants and Jacobian factors. We

could compute it, but it does not give any qualitatively new insights into the physics

so we will not. The second factor in the expression above is the novelty. When the

instantons are non-interacting, this just gives a power of V N to the path integral,

with V the spacetime volume. Now that we have long range interactions between the

instantons, we must work a little harder.

There is a useful way to rewrite the final expression. We use the fact that the 1/r

factor also arises in the Green’s function of the Laplacian in three dimensions. In

general, for a scalar field σ(x), and any fixed function f(x), we have∫
Dσ exp

(
−
∫
d3x

1

2
(∂µσ)

2 + f(x)σ(x)

)
∼ exp

(
1

8π

∫
d3xd3y

f(x)f(y)

|x− y|

)
Using this, we rewrite the sum over the Coulomb gas in (8.18) as a path integral

exp

(
− 1

8πg2

∑
i ̸=j

mimj

|X i −Xj|

)
=

∫
Dσ exp

(
−
∫
d3x

g2

8π2
(∂µσ)

2 +
i

2π

∑
i

miσ δ
3(x−Xi)

)

(We used a very similar trick in the lectures on Statistical Field Theory when treating

the 2d Coulomb gas in the XY model.)

In fact, we’ve met this field σ(x) before: it is precisely the dual photon that we

introduced in Section 8.1. To see this, note that the coupling to the magnetic charge

above coincides with the coupling in (8.7)
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Continuing with our calculation, the partition function becomes

Z =

∫
Dσ exp

(
−
∫
d3x

g2

8π2
(∂µσ)

2

) ∞∑
N=0

(Ke−Smono)N

N !

×
∫ N∏

i=1

d3Xi

∑
mi=±4π

e−
i
2π

∑
imiσ(Xi)

=

∫
Dσ exp

(
−
∫
d3x

g2

8π2
(∂µσ)

2

) ∞∑
N=0

1

N !

(
Ke−Smono

∫
d3x cos(2σ(x))

)N
=

∫
Dσ exp

(
−
∫
d3x

g2

8π2
(∂µσ)

2 −Ke−Smono cos(2σ)

)
(8.19)

We can now see the net effect of the instantons: they have generated a potential for

the dual photon σ. Expanding about the minimum at σ = 0, we find that the dual

photon has acquired a mass,

m2
photon =

4π2Ke−Smono

g2

On dimensional grounds, the one-loop determinants and Jacobian factors that we

lumped into the constant K must have dimension [K] = 3. For small λ, it turns

out to scale as K ∼ v7/2/g. At weak coupling g2/v ≪ 1 and Smono ≫ 1, where our

semi-classical analysis is valid, we find that the mass of the dual photon is exponentially

smaller than all other scales in the game. This means that we can read off the effective

action from (8.19)

Seff =

∫
d3x

g2

8π2
(∂µσ)

2 +Ke−Smono cos(2σ) (8.20)

We recognise this as the Sine-Gordon model that we met in d = 1 + 1 dimensions in

Section 7.5.5. Now it arises as the effective, low-energy description of a gauge theory

in d = 2 + 1 dimensions.

8.3.2 Confinement

What does it mean for the dual photon to get a mass? To answer this, we can see how

the ground state responds to various provocations.

First, let’s try to turn on an electric field in the ground state, say F01 ̸= 0. To

understand what this means in terms of the dual photon, we need to relate Fµν with
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σ. We can do this by comparing our expressions for the topological current (8.3) and

(8.11),

Jµtop =
1

4π
ϵµνρFµν =

e2

(2π)2
∂µσ

We find that an electric field corresponds to

F01 =
e2

2π
∂2σ

However, the configuration ∂2σ = constant does not obey the equations of motion of

our effective action (8.20). This means that the vacuum does not support a constant,

background electric field. Instead, solutions to the equations of motion with ∂2σ ̸= 0

are kinks, or domain walls, in which σ interpolates from, say, σ = 0 as x2 → −∞, to

σ = 2π as x2 → +∞. We already met these kinks in Section 7.5.5 when discussing the

Sine-Gordon model in d = 1 + 1 dimensions. In the present context, the domain walls

are string-like configurations stretched in the x1 direction, with width ∼ 1/mphoton in

the x2 direction, and tension,

γ =
4

π

√
2Kg2e−Smono

a result which follows from translating our earlier result (7.69). (Up until now, we’ve

always referred to the string tension as σ. Obviously that’s a bad choice for our current

discussion.)

The domain wall, or string, is a collimated flux tube of electric field F01 ̸= 0. This is

the expected behaviour of a gauge theory that is linearly confining. In other words, the

classical log potential (8.2) of 3d gauge theories has been replaced with a more severe,

V (r) = γr

We could explicitly compute the Wilson loop in this framework and confirm that it

does indeed exhibit an area law.

We have seen that 3d electromagnetism exhibits linear confinement due to instantons

which, in this context, are monopoles. It is crucial that these monopoles have a finite

action, which we achieved by embedding the theory in a non-Abelian gauge group. If

we introduce other UV completions of the theory, with a finite cut-off, ΛUV , these too

will have monopoles, typically with action Smono ∼ ΛUV /g
2. (Lattice gauge theory

provides a good example of this). These too will then exhibit linear confinement.
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8.4 Chern-Simons Theory

Gauge theories in d = 2 + 1 dimensions admit a rather special interaction that does

not have a counterpart in even spacetime dimensions. This is the famous Chern-

Simons interaction. It plays a key role in many areas of theoretical and mathematical

physics, from the physics of the quantum Hall effect, to the mathematics of the knot

invariants. Many details on the former application can be found in the lecture notes

on the Quantum Hall Effect.

For U(1) gauge theory, the Chern-Simons term takes the form

SCS =
k

4π

∫
d3x ϵµνρAµ∂νAρ (8.21)

We could consider this term on its own, or in conjunction with the Maxwell action

(8.1). In either case, the dimensionless coefficient k is known as the level. We can

write down similar terms in any odd spacetime dimension; we briefly met the d = 4+1

dimensional version in Section 4.4.1.

Let’s start by studying the symmetries of the Chern-Simons action. It is Lorentz

invariant, courtesy of the ϵµνρ invariant tensor. At an operational level, the existence

of this tensor means that the term is exclusive to d = 2 + 1 dimensions. However,

this same ϵµνρ tensor means that the Chern-Simons interaction breaks both parity and

time-reversal invariance. Here we focus on parity. In even dimensions we can always

take parity to act as x 7→ −x (see, for example, (1.25)). But, in odd dimensions, this

coincides with a rotation. We should instead take parity to flip the sign of just a single

spatial coordinate,

x0 → x0 , x1 → −x1 , x2 → x2 (8.22)

and, correspondingly, A0 → A0, A1 → −A1 and A2 → A2. This means that, as

advertised, the Chern-Simons action is odd under parity.

8.4.1 Quantisation of the Chern-Simons level

At first glance, it’s not obvious that the Chern-Simons term is gauge invariant since it

depends explicitly on Aµ. However, under a gauge transformation, Aµ → Aµ+∂µω, we

have

SCS → SCS +
k

4π

∫
d3x ∂µ (ωϵ

µνρ∂νAρ)

The change is a total derivative. In many situations we can simply throw this total

derivative away and the Chern-Simons term is gauge invariant. However, there are
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some situations where the total derivative does not vanish. As we will now show, in

these cases the Chern-Simons partition function is gauge invariant provided that

k ∈ Z (8.23)

For Abelian Chern-Simons theories, it’s a little subtle to see the requirement (8.23)

since it only shows up in the presence of magnetic flux. (This is to be contrasted with

the situation for non-Abelian Chern-Simons theories described in Section 8.4.3 where

one can see the analogous quantisation condition around the vacuum state.)

Perhaps the simplest way is to consider the theory on Euclidean spacetime S1 × S2.

We then add a single unit of magnetic flux through the S2. As we’ve seen many times

in these lectures, if we take the gauge group to compact U(1), the flux is quantised, in

the minimal unit

1

2π

∫
S2

F12 = 1 (8.24)

We then consider large gauge transformations of this background that wind around

the S1. We denote the radius of this S1 as R, and parameterise it by the coordinate

x0 ∈ [0, 2πR). Consider a gauge transformation Aµ → Aµ + ∂µω which winds around

the S1, with

ω =
x0

R
(8.25)

Under such a transformation, any matter field ϕ with charge q ∈ Z remains single

valued, since ϕ→ eiqτ/Rϕ. Even in the absence of charged matter, the statement that

we’re working with a compact U(1) gauge group, rather than a non-compact R gauge

group, means that the theory admits fluxes (8.24) and gauge transformations (8.25).

Under the gauge transformation (8.25), we have

A0 → A0 +
1

R
(8.26)

This means that the zero mode of A0 is a periodic variable, with periodicity 1/R.

(We came to the same conclusion in Section 7.1 where we discussed two dimensional

electromagnetism on a spatial circle.)

We can now see what becomes of our Chern-Simons action under such a gauge

transformation? Evaluated on a configuration with constant A0, we have

SCS =
k

4π

∫
d3x A0F12 + A1F20 + A2F01
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Now it’s tempting to throw away the last two terms when evaluating this on our back-

ground. But we should be careful as it’s topologically non-trivial configuration. We can

safely set all terms with ∂0 to zero, but integrating by parts on the spatial derivatives

we get an extra factor of 2,

SCS =
k

2π

∫
d3x A0F12 (8.27)

Evaluated on the flux (8.24), with constant A0 = a, we have

SCS = 2πkRa

And under the gauge transformation (8.26), we have

SCS → SCS + 2πk

The Chern-Simons action is not gauge invariant. But all is not lost. The partition

function depends only on eiSCS and this remains gauge invariant provided k ∈ Z, which

is our claimed result. This last part of the argument is exactly the same as the one we

met in Section 2.1.3 when we discussed Chern-Simons terms in quantum mechanics,

and in a number of other places when we’ve discussed WZW terms.

Chern-Simons Theories and Spinors

There are further subtleties associated to the factor of 2 above, which we flag up here.

A better way to think about the Chern-Simons theory on a 3-dimensional manifold M ,

is by viewing this as the boundary of 4-dimensional manifold X. The story is simplest

in the language of forms, where we have

SCS[A;X] =
k

4π

∫
M=∂X

A ∧ dA =
k

4π

∫
X

F ∧ F

The fact that the Chern-Simons term is related to the 4-dimensional θ term was antic-

ipated in (1.12) Written in this way, the Chern-Simons term is clearly gauge invariant

since it depends only on F and not A. Our worry, however, has transmuted to the ques-

tion of whether it depends on the choice of 4-manifold X. How can we be sure that

we get the same answer if we chose a different 4-manifold X ′ which also has boundary

∂X ′ =M? The difference between the two answers involves the integral over the com-

pact manifold Y = X ∪X ′, formed by gluing together X and X ′ along their common

boundary,

SCS[A;X]− SCS[A;X ′] =
k

4π

∫
Y

F ∧ F
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We’re safe provided that this difference is is 2π times an integer, since then the partition

function, which depends on eiSCS , is independent on the choice of X. Clearly this

requires

1

2

∫
Y

F

2π
∧ F

2π
∈ Z (8.28)

So is this true? Well, actually no. Or, at least, not always! It turns out that (8.28) is

true only if the 4-manifold Y admits spinors or, more precisely, admits a mathematical

object called a spin structure which tells you whether or not a fermion picks up a

minus sign when it is transported around a loop. Any manifold that admits such a spin

structure is called a spin manifold. And (8.28) holds whenever Y is a spin manifold.

For example, Y = T4, Y = S2 × S2 and Y = S4 are all spin manifolds. In these

cases (8.28) holds. To give you some sense of how this works, suppose that we take

Y = S2×S2. Dirac quantisation means that the flux through each of the spheres must

be a multiple of 2π. If we take F = F1 + F2, with Fn giving flux through the nth

2-sphere, then

1

2

∫
S2×S2

F

2π
∧ F

2π
=

∫
S2

F1

∫
S2

F2 ∈ Z

with the factor of 2 coming from the cross-term.

However, there are 4-manifolds Y which do not admit a spin structure. The simplest

example is Y = CP2. In this case,
∫
Y
(F/2π)∧(F/2π) is an integer, not an even integer.

The upshot of this is that the Chern-Simons level k for a U(1) gauge group can be

integer valued provided that the theory admits fermions. But, otherwise, must be an

even integer. The simple “integrate by parts to get an extra factor of 2” prescription

that we used to get (8.27) sweeps all of these subtleties under the rug.

8.4.2 A Topological Phase of Matter

So what is the physics of Chern-Simons theory? Despite the simplicity of the action,

the physics is remarkably subtle. Let’s start with the basics. We’ll take the d = 2 + 1

dimensional gauge field to be governed by

S = SMaxwell + SCS =

∫
d3x − 1

4e2
FµνF

µν +
k

4π
ϵµνρAµ∂νAρ

We can start by gaining some intuition from the classical equation of motion,

∂µF
µν +

ke2

4π
ϵνρσFρσ = 0 (8.29)
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In terms of the electric field Ei = F0i and the magnetic field B = F12, Gauss’ law

becomes

∂iEi =
ke2

2π
B (8.30)

which tells us that a magnetic field acts as a source for the electric field. This simple ob-

servation will underlie much of the physics of Section 8.6 where we discuss bosonization

in 3d.

What are the propagating excitations of the equations of motion (8.29)? Taking one

further derivative of the equations of motion, we can decouple electric and magnetic

fields to show that each component obeys the massive wave equation,

∂2Ei −
(
ke2

2π

)2

Ei = ∂2B −
(
ke2

2π

)2

B = 0

(To do this, it’s perhaps simplest to first define the field Gµ = ϵµνρFνρ and show that

Gµ obeys the massive wave equation.) We see that, at least classically, the excitations

do not propagate at the speed of light. Instead, they are exponentially damped. In the

quantum theory, which means that we have a theory of massive excitations. The mass

of the photon is

mCS =
ke2

2π

Yet again, we find ourselves in a situation with a massive gauge boson. How should we

think of this phase?

We’ve already met other situations in d = 2+ 1 dimensions where the photon gets a

mass. There is the confining phase, driven by instantons, that we saw in Section 8.3,

in which the Wilson loop has an area law. And there is, of course, the Higgs phase

in which a charged scalar field condenses and the Wilson line has a perimeter law. It

turns out that the Chern-Simons phase differs from both of these. Instead, it is a novel

phase of matter, referred to as a topological phase.

Topological phases of matter are subtle. They typically have interesting things go-

ing on at energies E ≪ mCS way below the gap, even though there are no physical

excitations beyond the vacuum. We’ll explain below what these interesting things are.

Chern-Simons Terms are Topological

Before we address the novel physics of Chern-Simons theory, we first point out an

important property of the Chern-Simons action (8.21): it doesn’t depend on the metric
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of the background spacetime manifold. It depends only on the topology of the manifold.

To see this, let’s first look at the Maxwell action for comparison. If we were to couple

this to a background metric gµν , the action becomes

SMaxwell =

∫
d3x
√
−g − 1

4e2
gµρgνσFµνFρσ

We see that the metric plays two roles: first, it is needed to raise the indices when

contracting fµνf
µν ; second it provides a measure

√
−g (the volume form) which allows

us to integrate in a diffeomorphism invariant way. Recall from our first lectures on

Quantum Field Theory that this allows us to quickly construct the stress-tensor of the

theory by differentiating with respect to the metric,

T µν =
2√
−g

∂L
∂gµν

In contrast, we have no need to introduce a metric when generalising (8.21) to curved

spacetime. This is best stated in the language of differential geometry: A ∧ dA is a

3-form, and we can quite happily integrate this over any three-dimensional manifold

SCS =
k

4π

∫
A ∧ dA

This means that pure Chern-Simons theory knows nothing length scales. In particular,

the Wilson loop can exhibit neither area nor perimeter law, since both of these are

statements about lengths. Moreover, pure Chern-Simons theory has vanishing stress

tensor.

Chern-Simons Theory on a Torus

If Chern-Simons theory has vanishing stress tensor, and no physical excitations, then

what can it possibly do? The answer is that the theory responds to low-energy probes

in interesting ways.

Here is a simple, yet dramatic way to probe the theory. We will place it on a spatial 2-

dimensional manifold Σ. As we have seen, Chern-Simons theory knows nothing about

the metric on Σ. However, as we now show, it does know about the topology and

responds accordingly.

For pure Chern-Simons theory (or, equivalently, the e2 →∞ limit of Maxwell-Chern-

Simons theory), Gauss’ law (8.30) becomes

F12 = 0
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Although this equation is very simple, it can still have interesting solutions if the

background has some non-trivial topology. These are called, for obvious reason, flat

connections. It’s simple to see that such solutions exist on the torus Σ = T2, where

one example is to simply set each Ai to be constant. Our first task is to find a gauge-

invariant way to parameterise this space of solutions.

We’ll denote the radii of the two circles of the torus T2 = S1 × S1 as R1 and R2.

We’ll denote two corresponding non-contractible curves shown in the figure as γ1 and

γ2. The simplest way to build a gauge invariant object from a gauge connection is to

integrate

wi =

∮
γi

dxj Aj

This is invariant under most gauge transformations, but not those that wind around

the circle. By the same kind of arguments that led us to (8.26), we can always construct

gauge transformations which shift Aj → Aj + 1/Rj, and hence wi → wi + 2π. The

correct gauge invariant objects to parameterise the solutions are therefore the Wilson

loops

Wi = exp

(
i

∮
γi

Ajdx
j

)
= eiwi

Because the Chern-Simons theory is first order in time derivatives, these Wilson loops

are really parameterising the phase space of solutions, rather than the configuration

space. Moreover, because the Wilson loops are complex numbers of unit modulus,

the phase space is compact. On general grounds, we expect that when we quantise a

compact phase space, we get a finite-dimensional Hilbert space. (We met an example of

this in Section 2.1.3 when first describing Wilson lines.) Our next task is to understand

how to quantise the space of flat connections.
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The canonical commutation relations can be read off from the Chern-Simons action

(8.21)

[A1(x), A2(x
′)] =

i

k
δ2(x− x′) ⇒ [w1, w2] =

2πi

k

The algebraic relation obeyed by the Wilson loops then follows from the usual Baker-

Campbell-Hausdorff formula,

eiw1eiw2 = e[w1,w2]/2ei(w1+w2)

which tells us that

W1W2 = e2πi/kW2W1 (8.31)

But such an algebra of operators can’t be realised on a single vacuum state. This imme-

diately tells us that the ground state must be degenerate. The smallest representation

of (8.31) has dimension k, with the action

W1|n⟩ = e2πni/k|n⟩ and W2|n⟩ = |n+ 1⟩

We have seen that on a torus Σ = T2, an Abelian Chern-Simons theory has k degenerate

ground states. The generalisation of this argument to a genus-g Riemann surface tells

us that the ground state must have degeneracy kg. Notice that we don’t have to say

anything about the shape or sizes of these manifolds. The number of ground states

depends only on the topology. This is an example of topological order.

8.4.3 Non-Abelian Chern-Simons Theories

We’ve not had much to say about non-Abelian gauge theories in low dimensions. This

is not because they’re boring, but simply because there is enough to keep us busy

elsewhere. Here we make an exception and give a brief description of non-Abelian

Chern-Simons theory.

Like Yang-Mills, Chern-Simons is based on a Lie algebra valued gauge connection

Aµ. The non-Abelian Chern-Simons action is

SCS =
k

4π

∫
d3x ϵµνρ tr

(
Aµ∂νAρ −

2i

3
AµAνAρ

)
(8.32)

We’ve met this term before: the theta term in d = 3 + 1 dimensions can be written as

a derivative of the Chern-Simons term (2.24). (It also arose in the same context when

discussing canonical quantisation of Yang-Mills (2.35).) Chern-Simons theories with

gauge group G and level k are sometimes denoted as Gk.
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Once again, we will find that the level must be integer, k ∈ Z. This time, however,

the computation is more direct than in the Abelian case. Under a gauge transformation,

we have

Aµ → Ω−1AµΩ + iΩ−1∂µΩ

with Ω ∈ G. The field strength transforms as Fµν → Ω−1FµνΩ. A simple calculation

shows that the Chern-Simons action changes as

SCS → SCS +
k

4π

∫
d3x

{
ϵµνρ∂νtr (∂µΩΩ−1aρ) +

1

3
ϵµνρtr

(
(Ω−1∂µΩ)(Ω

−1∂νΩ)(Ω
−1∂ρΩ)

)}
The first term is a total derivative. The same kind of term arose in Abelian Chern-

Simons theories. However, the second term is novel to non-Abelian gauge theories,

and this is where the quantisation requirement now comes from. In fact, we have seen

this calculation before in Section 2.2.2 when discussing the theta angle in d = 3 + 1

Yang-Mills. On a spacetime manifold S3 (or on R3 with the requirement that gauge

transformations asymptote to the same value at infinity), gauge transformations are

characterised by the homotopy group Π3(SU(N)) ∼= Z. The winding is counted by the

function

n(Ω) =
1

24π2

∫
S3

d3S ϵµνρtr (Ω−1∂µΩΩ−1∂νΩΩ−1∂ρΩ) ∈ Z (8.33)

We recognise this as the final term that appears in the variation of the Chern-Simons

action. This means that the Chern-Simons action is not invariant under these large

gauge transformations; it changes as

SCS → SCS +
k

12π
24π2 n(Ω) = SCS + 2πk n(Ω)

Insisting that the path integral, with its weighing eiSCS is gauge invariant then gives us

immediately our quantisation condition k ∈ Z.

Wilson Loops

We have so far avoided talking about Wilson lines in Chern-Simons theories. There is

rather a lot to say. We will not describe this in detail here, but just sketch the key

idea.

In d = 3 Euclidean spacetime dimensions, a Wilson loop can get tangled. Mathe-

maticians call closed curves in three dimensions knots, and there has been a great deal

of effort in trying to classify the ways in which they can get tangled. It turns out that
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Chern-Simons theories provide one of the most powerful tools. For a given knot C,

we can compute the Wilson loop ⟨W [C]⟩. In Chern-Simons theory the Wilson loop

exhibits neither an area law, nor a perimeter law. Instead, it depends on the details

of the topology of the knot C. For each gauge group G, the Wilson loop gives a topo-

logical invariant which is a polynomial (roughly in q = e2πi/k.) In simple cases, these

topological invariants coincide with ones already understood by mathematicians (such

as the Jones polynomial), but they also offer a large number of generalisations. Edward

Witten was awarded the Fields medal, in large part for understanding this connection.

8.5 Fermions and Chern-Simons Terms

There is an intricate interplay between fermions in d = 2 + 1 dimensions and Chern-

Simons terms.

In signature ηµν = diag(+1,−1,−1), the Clifford algebra {γµ, γν} = 2ηµν is satisfied

by the 2× 2 gamma matrices,

γ0 = σ2 , γ1 = iσ1 , γ3 = iσ3

The Dirac spinor is then a two-component complex object. In odd spacetime dimen-

sions, there is no “γ5” matrix and, correspondingly, no Weyl fermions. In d = 2+1, we

can take the gamma matrices as above to be purely imaginary, which means that we can

have Majorana fermions. However, we won’t have a need for this real representation in

what follows.

It will prove useful to understand the action of parity on fermions. As we saw in

(8.22), in three dimensions parity acts as

x0 → x0 , x1 → −x1 , x2 → x2

The Dirac action is then invariant if we take parity to act as

P : ψ 7→ γ1ψ (8.34)

But this means that the fermion mass term necessarily breaks parity,

P : ψ̄ψ = ψ†γ0ψ 7→ −ψ̄ψ

where, to see this, you need to remember that (γ1)† = −γ1 and (γ1)2 = −1.

This is different from what happens in d = 3 + 1 dimensions or, indeed, in any

even spacetime dimension. There parity flips the sign of all spatial dimensions and,

correspondingly, the Dirac action is invariant if we take P : ψ 7→ γ0ψ. This means that

in even spacetime dimensions, ψ̄ψ is even under parity; in odd spacetime dimensions

ψ̄ψ is odd.
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We can understand why this is by counting degrees of freedom. In d = 3 + 1

dimensions, the Dirac spinor has 4 components. When we quantise a massive fermion,

we get two particle states – spin up and spin down – and the same anti-particle states.

But a Dirac fermion in d = 2+1 dimensions has only two components, and so we must

have half the number of particle states of the d = 3 + 1 theory. The pair that we keep

is dictated by the sign of the mass, and by CPT invariance: if we have a particle with

spin, or angular momentum, +1
2
, the theory must also include an anti-particle of spin

−1
2
. But this necessarily breaks parity: the theory has a particle of spin +1

2
but no

particle of spin −1
2
.

8.5.1 Integrating out Massive Fermions

Let us take a single Dirac fermion, of mass m, coupled to a U(1) gauge field Aµ. The

action is

S =

∫
d3x iψ̄ /Dψ +mψ̄ψ

If we care about physics at energies below the fermion mass m, we can integrate out

the fermion. We work in Euclidean space. The fermion then gives a contribution to

the low-energy effective action for the gauge field,

Seff = log det
(
i /D +m

)
= Tr log

(
i /∂ + γµAµ +m

)
We expand this as,

Seff = Tr log
(
i /∂ +m

)
+ Tr log

(
1

i /∂ +m
γµAµ

)
+

1

2
Tr log

(
1

i /∂ +m
γµAµ

1

i /∂ +m
γνAν

)
+ . . .

The first term is an overall constant, and the second term cannot lead to anything gauge

invariant. But the third term holds something interesting. If we give the background

field Aµ momentum p, then the trace over momenta corresponds to the diagram,

=
1

2
Aµ(−p)Aν(p)

∫
d3k

(2π)3
tr

(
1

(/p+ /k) +m
γµ

1

/k +m
γν
)

=
1

2
Aµ(−p)Aν(p)

∫
d3k

(2π)3
tr

(
/p+ /k −m

(p+ k)2 +m2
γµ

/k −m
k2 +m2

γν
)

where we’ve used the fact that, after the Wick rotation, each gamma matrix squares

to −1.
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The trace picks out the non-vanishing gamma matrix structure. There will be a

contribution to the Maxwell term; that doesn’t interest us here. Instead, we care

about the term we get when three gamma matrices are multiplied together. The trace

structure gives

tr γργµγν = −2ϵµνρ

The resulting term is

= ϵµνρAµ(−p)Aν(p) pρ
∫

d3k

(2π)3
m

((p+ k)2 +m2)(k2 +m2)

We’re interested in this integral in the infra-red limit, p→ 0, where it is given by∫
d3k

(2π)3
m

(k2 +m2)2
=

1

2π2

∫ ∞

0

dk
mk2

(k2 +m2)2
=

1

8π|m|

Putting this together, the 1-loop diagram gives

lim
p→0

=
1

8π

m

|m|
ϵµνρAµ(−p)Aν(p) pρ

Back in real space, this gives us the leading term to the low energy effective action

Seff =
i

4π

sign(m)

2

∫
d3x ϵµνρAµ∂νAρ (8.35)

There are a number of interesting things to point out about this result. First, the

effective action comes with a power of i; this is expected for the Chern-Simons term in

Euclidean space, and follows from Wick rotating terms with an ϵ symbol.

Second, and more surprisingly, the fermion does not decouple in the limit m → ∞.

After integrating out a massive field, one typically generates terms in the effective action

that scale as a power of 1/m. Not so for the Chern-Simons term: it is proportional

to the sign of the mass. This behaviour holds for fermions in any odd spacetime

dimensions; we met a similar example in d = 4 + 1 when discussing anomaly inflow in

Section 4.4.2.

Finally, and most importantly, the effective action (8.35) is not gauge invariant! It

is a Chern-Simons term (8.21) with level k = ±1
2
. Yet, we saw in the previous section,

that the Chern-Simons term is only gauge invariant for k ∈ Z. With k = ±1
2
, the sign

of the partition function can flip under gauge transformations.
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What are we to make of this? It appears that a single massive Dirac fermion, coupled

to a U(1) gauge field, is inconsistent. This is very much reminiscent of the gauge

anomalies that we met in d = 3+1 dimensions in Section 3. However, we shouldn’t be

too hasty. After all, anomalies in d = 3+1 dimensions were strictly related to massless

fermions, and here we’re dealing with a massive fermion. What’s going on?

Indeed, we were sloppy in how we deal with UV divergences in the calculation above.

They do not arise in the calculation of the Chern-Simons term, but they will surely be

important if we compute other quantities and, as in any quantum field theory, we need

a way to regulate them. To achieve this, we introduce a Pauli-Villars regulator field,

together with suitable counterterms. We take the Pauli-Villars field to have real mass

ΛUV > 0. The regulated Dirac determinant is then

det(i /D +m)

det(i /D + ΛUV )

This gives two contributions to the Chern-Simons term; one from our fermion, and one

from the regulator. The effective action for the gauge field then becomes

det(i /D +m)

det(i /D + ΛUV )
=

1

2π

(
sign(m)− 1

2

)∫
d3x ϵµνρAµ∂νAρ

which vanishes whenm > 0 but gives a Chern-Simons term of level k = −1 whenm < 0.

In other words, when the regulated fermion determinant is defined more carefully, there

is no problem with gauge invariance.

The resulting situation is notationally inconvenient. Usually we would like to write

down an action as shorthand for a quantum field theory, even though we know that to

fully define the theory really requires a statement about how we regulate. The issue

above means that the sign of the mass of the Pauli-Villars regulator matters in a crucial

fashion. To avoid this, we are often sloppy and pretend that we’ve already integrated

out the Pauli-Villars field to generate a bare Chern-Simons term with level k = −1
2
in

the action.

More generally, we can couple Nf Dirac fermions to a U(1) gauge field with the

leading terms in the action given by

S =

∫
d3x − 1

4e2
FµνF

µν +
k

4π
ϵµνρAµ∂νAρ +

Nf∑
i=1

iψ̄i /Dψi +miψ̄iψi

Using the convention that the Chern-Simons term already includes the contributions

from Pauli-Villars fields, gauge invariance requires

k +
Nf

2
∈ Z
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This interplay between the level k and the number of fermions is sometimes referred to

as the parity anomaly. It’s not a great name since the theory with fermion masses is

not parity invariant to begin with.

8.5.2 Massless Fermions and the Parity Anomaly

We can gain a slightly different perspective on the ideas above by considering a massless

fermion coupled to a U(1) gauge field, Aµ. The action is now

S =

∫
d3x iψ̄ /Dψ

The transformation (8.34) ensures that the classical action is invariant under parity,

provided that we also act with A1 → −A1.

The classical action is invariant under parity. But what about the partition function.

To answer this, we must make sense of the determinant of the Dirac operator,

Z[A] = det
(
i /D
)

As above, we work in Euclidean space. The Dirac operator is Hermitian, which means

that it has real eigenvalues,

i /Dϕn = λnϕn λn ∈ R

So formally we can write

Z =
∏
n

λn

Of course, this formula is divergent and so we must work to make sense of it. For

now, we would like to ask the following question: what is the sign of det(i /D). Roughly

speaking, this must be the difference between the number of negative eigenvalues and

the number of positive eigenvalues. But, as there are an infinite number of each, it is

not clear how to count them.

Why do we care so much about the sign? The problem comes if we try to reconcile a

given sign with the requirements of gauge invariance. Suppose that we start with some

gauge configuration A⋆µ and decide that det(i /D) has a specific sign. Then it better be

the case that, for any gauge configuration Aωµ, related to A⋆µ by a gauge transformation,

the sign of det(i /D) remain the same.
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At this point, the discussion may be ringing bells. It is entirely analogous to the

SU(2) anomaly that we described in Section 3.4.3. We proceed in a very similar way.

Consider the 1-parameter family of gauge configurations,

Aµ(s;x) = (1− s)A⋆µ(x) + sAωµ(x) (8.36)

This has the property that it interpolates from A⋆µ when s = 0 to Aωµ when s = 1.

The question that we would like to answer is: how many eigenvalues pass through

zero and change sign as we vary s ∈ [0, 1]. To answer this, we can consider the gauge

configuration Aµ(s;x) in (8.36) to live on the four manifold I × R3, where I is the

interval parameterised by 0 ≤ s ≤ 1.

The number of times that the an eigenvalue crosses zero is given by the index of

the Dirac operator. This is the object that we introduced in Section 3.3.1 where, on a

closed four manifold, the Atiyah-Singer index theorem allowed us to write

Index(i /D4d) =
1

32π2

∫
I×R3

d4x ϵµνρσFµνFρσ

In 4d, the index counts the difference between the number of left-handed and right-

handed zero modes. For our purposes, it tells us the difference between the number of

eigenvalues that switch from positive to negative, and those which switch from negative

to positive. In other words, under the gauge transformation A0
µ → Aωµ, the partition

function of the massless fermion changes as

Z → Z (−1)Index(i/D4d)

There is no reason for this index to be even. We see, once again, that without regularisa-

tion the sign of the partition function can change under a suitable gauge transformation.

What happens if we now include a regulator? In mathematics, a suitably regulated

sum of the signs of the eigenvalues of i /D is known as the Atiyah-Patodi-Singer eta-

invariant. It is defined by

η(A) = lim
ϵ→0+

∑
n

e−ϵ λ
2
n sign(λn)

We then define a regulated version of the fermion partition function as

Z = | det(i /D)| e−iπη(A)/2
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The η invariant depends on the background gauge field A. The Atiyah-Patodi-Singer

index theorem provides an expression for η in terms of the gauge field. If we restrict to

the generic situation where the gauge field has no zero modes, then one can show that

π η(A) =
1

4π

∫
d3x ϵµνρAµ∂νAρ

This reproduces the expression that we found previously from the Pauli-Villars regu-

larisation. In general, the eta-invariant is the more mathematically rigorous way to

describe what’s happening as it allows one to track what happens as eigenvalues pass

through zero.

8.6 3d Bosonization

In two spacetime dimensions, there is not much of a distinction between bosons and

fermions. The map between them is known as bosonization and was described in

Section 7.5.

In three spacetime dimensions, bosons are not the same as fermions. We can tell

which one we have in the same way as we would in four dimensions. Given a pair of

particles we can rotate them by 180◦, keeping them well separated. The wavefunction

for a pair of bosons will come back to itself, while the wavefunction for a pair of fermions

comes back with a minus sign.

Nonetheless, it is possible to use Chern-Simons terms to change statistics of an

excitation from a boson to a fermion. This process is referred to as 3d bosonization.

8.6.1 Flux Attachment

To get a feel for what’s going on, it’s useful to first revert to some non-relativistic

physics. Consider Chern-Simons theory coupled to a current Jµ

S =

∫
d3x

k

4π
ϵµνρAµ∂νAρ + AµJ

µ (8.37)

We can insert a test particle of unit charge by taking Jµ = δ2(x). How does the

gauge field respond? Gauss’ law tells us that the charged particle is accompanied by a

fractional magnetic flux,

1

2π
B =

1

k
δ2(x) (8.38)

This is referred to as flux attachment.
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Now consider two such particles. We will exchange them to determine their quantum

statistics. The wavefunction will pick up a factor of ±1 depending on whether the

original particles were fermions. However, there is a second contribution to the phase

of the wavefunction that comes from the Aharonov-Bohm effect.

Recall that a particle of charge q moving around a flux Φ picks up a phase eiqΦ.

But because of flux attachment (8.38), the particles carry both charge q = 1 and flux

Φ = 2π/k. If we move one particle all the way around another, we will get a phase eiqΦ.

But the statistical phase is defined by exchanging particles, which consists of only half

an orbit (followed by a translation which contributes no phase). So, after exchange,

the expected statistical phase is

± eiqΦ/2 = ±eiπ/k

where we take the + sign if our original particles are bosons and the − sign if they

were fermions. We see that the effect of the Chern-Simons term is to transmute the

quantum statistics of the particles. In particular, if we take a Chern-Simons term at

level k = ±1, what were bosons become fermions and vice versa. Once again, we see

that the topological nature of the Chern-Simons term endows it with seemingly magic

infra-red properties: it can change the behaviour of far separated particles, even though

it has no propagating degrees of freedom.

For |k| > 1, the particles are neither bosons nor fermions. Instead they carry frac-

tional quantum statistics. Such particles are called anyons and are allowed only in

d = 2 + 1 dimensions. You can read more about them in the lecture notes on the

Quantum Hall Effect where they play a prominent role.

A Famously Fiddly Factor of 2

The calculation above contains an annoying factor of 2 that we’ve swept under the

rug. Here’s the issue. As the charge q in the first particle moved around the flux Φ

in the second, we picked up a phase eiqΦ. But you might think that the flux Φ of the

first particle also moved around the charge q of the second. So surely this should give

another factor of eiqΦ. Right? Well, no. To see why, it’s best to just do the calculation.

For generality, let’s take N particles sitting at positions xa(t) which, as the notation

shows, we allow to change with time. The charge density and currents are

J0(x, t) =
N∑
a=1

δ2(x− xa(t)) and J(x, t) =
N∑
a=1

ẋa δ
2(x− xa(t))
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The equation of motion from (8.37) is

1

2π
Fµν =

1

k
ϵµνρJ

ρ

and can be easily solved even in this general case. We work in Coulomb gauge with

A0 = 0 and ∇ ·A = 0. The solution is then

Ai(x, t) =
1

k

N∑
a=1

ϵij
xj − xja(t)
|x− xa(t)|2

(8.39)

This follows from the standard methods that we know from our Electromagnetism

lectures, but this time using the Green’s function for the Laplacian in two dimensions:

∇2 log |x − y| = 2πδ2(x − y). This solution is again the statement that each particle

carries flux 1/k. However, we can also use this solution directly to compute the phase

change when one particle – say, the first one – is transported along a curve C. It is

simply

exp

(
i

∮
C

A · dx1

)
If the curve C encloses one other particle, the resulting phase change can be computed

to be e2πi/m. As before, if we exchange two particles, we get half this phase, or eiπ/k.

This, of course, is the same result we got above.

8.6.2 A Bosonization Duality

The discussion above shows that Chern-Simons terms can turn bosons into fermions and

vice-versa. However, it holds only for massive particles, and cannot be easily generalised

to massless particles, let alone to relativistic quantum field theories. Nonetheless, it

is suggestive that it may be possible to write down a quantum field theory of bosons

coupled to Chern-Simons terms that has a dual interpretation in terms of fermions. As

we now explain, it is thought that this is indeed the case.

Before we proceed, we’re going to make a small change in notation. In what follows,

there will be lots of U(1) gauge fields floating around. Some of them will be dynamical,

while others will be background gauge fields that we couple to currents. To distinguish

between these, we use the following convention: dynamical gauge fields will be written

in lower case, e.g. aµ. Meanwhile, background gauge fields will be written in upper

case, e.g. Aµ.
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This convention differs from what we’ve used throughout these lectures, where we

typically refer to all gauge fields, dynamical or background, as Aµ. It is, however,

a standard convention in condensed matter physics where the true electromagnetic

gauge field Aµ is typically a background field, describing electric or magnetic fields

that the experimenter has chosen to turn on. In contrast, 3d dynamical gauge fields

aµ are always emergent excitations, arising from some collective behaviour of strongly

coupled electrons.

Consider the following theory, that we refer to as Theory A: a complex scalar field

coupled to a U(1) gauge field, with Chern-Simons term at level k = 1,

SA[ϕ, a] =

∫
d3x − 1

4e2
fµνf

µν +
1

4π
ϵµνρaµ∂νaρ + |Dµϕ|2 −m2|ϕ|2 − λ

2
|ϕ|4 (8.40)

This is the Abelian Higgs model (8.12), but with the addition of a Chern-Simons term.

Just as before, it is straightforward to analyse in the limits m2 ≫ e2 and m2 ≪ −e2
where it is a theory of weakly interacting massive particles. But we’d like to understand

what happens in the strongly coupled regime. We will argue below that as we vary the

m2 from positive to negative, there is a unique second order phase transition, roughly

at m = 0. You can think of this gapless theory as the XY critical point, coupled

to a Chern-Simons gauge field U(1)1. Below, we will conjecture an alternative, and

somewhat simpler, description.

In the infra-red limit e2 → ∞, the Gauss’ law constraint gives rise to the local flux

attachment condition,

f12
2π

+ ρscalar = 0 (8.41)

where ρscalar is the charge density of the scalar field ϕ. In the non-relativistic setting –

which can be invoked when m2 ≫ e2 – we viewed this as attaching flux to every scalar

excitation and saw that, for k = 1, this turns a boson into a fermion. In the relativistic

setting, it turns out to be more appropriate to think of attaching a scalar to every flux.

To see this, first note that the theory has a conserved global symmetry, with the

topological current (8.3)

jµtop =
1

2π
ϵµνρ∂νaρ (8.42)

We know from our earlier discussion in Section 8.1 that the local operators which carry

charge under this current are monopole operators M(x), which insert magnetic flux
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at a point. The flux attachment (8.41) is telling us that, in the presence of a Chern-

Simons term, these monopole operators are not gauge invariant. We can make them

gauge invariant only by dressing them with some scalar charge ρscalar. Schematically,

we refer to the gauge invariant composite operator asMϕ.

How do we do this less schematically? The right way to proceed is to solve the

equation of motion for the scalar in the presence of a Dirac monopole. We then treat

each mode quantum mechanically: the flux attachment condition (8.41) tells us that

we should excite a single mode. The monopole operator with the lowest dimension will

correspond to exciting the lowest energy scalar mode.

We won’t go through this full calculation. However, the key physics can be seen

from a simple calculation that we did back in Section 1.1: a charged particle moving

in a minimal Dirac monopole receives a shift of ℏ/2 to its angular momentum. (See,

in particular, equation (1.9).) This means that exciting any bosonic mode will shift

the angular momentum of the monopole to become 1/2-integer. But, in a relativistic

theory, the spin-statistics relation must hold. If our gauge invariant monopole operator

Mϕ has spin 1/2, then it must also be a fermion.

We see that this argument leads to the same result as before: a bosonic theory coupled

to a U(1) Chern-Simons gauge field at level k = 1 is really a theory of fermions. The

obvious question is: what theory of fermions?

It is conjectured that, close to the critical point, the bosonic theory (8.40) is really

just a free Dirac fermion! In other words, it can be equivalently described as

SB[ψ] =

∫
d3x iψ̄ /∂ψ −m′ψ̄ψ (8.43)

The map is very similar to that of particle-vortex duality that we saw in Section 8.2.1.

In particular, the fermion is described by the dressed monopole operator in Theory A,

Mϕ ←→ ψ

while the U(1) currents map between themselves

jµtop =
1

2π
ϵµνρ∂νaρ ←→ jµ = ψ̄γµψ (8.44)

Checking the Topological Phases

Let’s now look for some evidence that this claimed duality is correct. In the case

of particle-vortex duality, we checked that the theories looked similar in the weakly

coupled regimes |m2| ≫ e2. We can try to do something similar here.
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This is simplest for Theory B. To study the relevant physics, we couple the current

(8.44) to a background gauge field Aµ. The partition function for each theory then

depends on this background field. For Theory B it is

ZB[A] =

∫
Dψ exp

(
iSB[ψ] + i

∫
d3x jµAµ −

1

2

1

4π
ϵµνρAν∂νAρ

)
Note that we are using the convention described in Section 8.5, in which the half-integer

Chern-Simons term arising from the Pauli-Villars regulator field is shown explicitly in

the action. We have chosen to add this term with level k = −1/2.

When the fermions are massive, m′ ̸= 0, we can integrate them out and generate an

effective theory for the background fields Aµ. The lowest dimension term is a Chern-

Simons interaction for Aµ,

Z[A] = exp

(
i
k̃

4π
ϵµνρAµ∂νAρ + . . .

)
(8.45)

From our discussion in Section 8.5, we know that after integrating out the massive

fermion ψ the Chern-Simons level for the background gauge field will be

k̃ =
1

2
(−1 + sign(m′)) =

{
0 m′ > 0

−1 m′ < 0

It may seem odd to write down an action for background fields which don’t fluctuate,

but there’s important information in the coefficient k̃; it is the Hall conductivity of the

topological gapped phase. This follows by using the partition function Z[A] to compute

the response of the current jµ to a background electric field

⟨jµ(x)⟩ = −iδ logZ[A]
δAµ(x)

⇒ ⟨ji⟩ = −
k̃

2π
ϵijEi

You can read (a lot) more about the Hall conductivity in the lectures on the Quantum

Hall Effect.

We would like to see how this effect is encoded in the bosonic Theory A. We couple

the background gauge field Aµ to the topological current (8.42) to get the partition

function

ZA[A] =

∫
DϕDa exp

(
iSA[ϕ, a] + i

1

2π
ϵµνρAµ∂νaρ

)
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where we’re neglecting gauge fixing terms. This time we only have a scalar field, which

does not shift the level of the Chern-Simons term when integrated out. Nonetheless,

we can still reproduce the result (8.46) for the Hall conductivity. To see how this

works, let’s start with the mass m2 ≫ e2 where, at low energies, the scalar field simply

decouples, leaving us with the effective action

Seff [a,A] =

∫
d3x

1

4π
ϵµνρaµ∂νaρ +

1

2π
ϵµνρAµ∂νaρ

The equation of motion for the dynamical gauge field a is simply a = −A. Substituting
this back in, given the effective action (8.45) with k̃ = −1.

What happens when m2 ≪ −e2? In this case the scalar field condenses and the

dynamical gauge field a becomes gapped. This extra term kills the Hall conductivity,

leaving us with (8.45) with k̃ = 0. We see that the scalar field does reproduce the

topological phases of the the fermion theory as promised. This requires the map,

m2 ←→ −m′ ⇒ ϕ†ϕ ←→ −ψ̄ψ

The agreement between the topological phases is promising, but a long way from demon-

strating the claimed duality between Theory A (8.40) and the free fermion (8.43). There

are a number of other routes which lead us to the duality (including large N methods,

holography, lattice constructions and supersymmetry) but we will not discuss them

here. Instead we will assume that bosonization duality holds and ask: what can we do

with it?

8.6.3 The Beginning of a Duality Web

We will now show how, starting from the bosonization duality, we can derive further

equivalences between quantum field theories. First, some conventions. We will revert

to form notation for the gauge fields, and write the Chern-Simons terms as

1

4π
ϵµνρaµ∂νaρ =

1

4π
ada

1

2π
ϵµνρAµ∂νaρ =

1

2π
Ada =

1

2π
adA

Both of these are correctly normalised as explained in Section 8.4: they can be added

to the action only with integer-valued coefficients. We will denote the gauge field under

which matter is charged by adding a subscript to the covariant derivative like this,

Daϕ = ∂ϕ− iaϕ
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The spacetime index on the derivatives will be suppressed. In what follows, the dis-

tinction between dynamical gauge fields and background gauge fields will be crucial.

As we mentioned previously, they are distinguished by case. Lower case gauge fields,

a, b, c, . . . will always be dynamical; upper case gauge fields A,B,C, . . . will always be

background.

In this notation, we write the 3d bosonization duality that we described above as an

equivalence between two theories

|Dbϕ|2 − |ϕ|4 +
1

4π
bdb+

1

2π
Adb ←→ iψ̄ /DAψ −

1

2

1

4π
AdA (8.46)

Much of this expression is shorthand. First, we have set the mass terms to zero on

both sides. This really means that we tune to the critical point. On the fermionic side

this is obvious, but the scalar side includes a |ϕ|4 term which is taken to mean that we

flow to the Wilson-Fisher fixed point of the theory, rather than the free fixed point. Of

course, we don’t literally get to the Wilson-Fisher by simply setting m2 = 0; instead

we must tune m2, or more generally the coefficient of the relevant operator, as we flow

to the IR to hit the critical point. All of this is buried in the notation above.

Second, we reiterate that the scalar ϕ in the above expression is charged under a

dynamical gauge field, which we have called b to prepare us for some manipulations

ahead. This means that we integrate over (gauge equivalent) configurations of b in the

path integral. In contrast, the fermion ψ is charged under the background field A. We

can read off the duality map (8.44) between currents by seeing which terms on both

side are coupled to A. Finally, we’ve omitted nearly all the details of the regularisation

of the field theory, with one exception: the level −1/2 Chern-Simons term on the right-

hand-side can be thought of as coming from integrating out a Pauli-Villars regulator.

This was explained in Section 8.5. (A warning: some places in the literature adopt a

different convention where this level −1/2 Chern-Simons term remains hidden in the

regulator.)

At this point we start to play with these two theories. Both sides of the duality (8.46)

have a background U(1) gauge field A. The key idea is to promote this to a dynamical

gauge field. This is misleadingly easy in our notation: we simply write a instead of A.

As we explained in Section 8.1, gauging a U(1) symmetry in d = 2+1 results in a new

global symmetry,

jµ =
1

2π
ϵµνρ∂νaρ
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We couple this to a background gauge field C. This means that we add 1
2π
AdC to both

sides of (8.46), and then make A→ a dynamical. This results in a new duality,

|Dbϕ|2 − |ϕ|4 +
1

4π
bdb+

1

2π
adb+

1

2π
adC ←→ iψ̄ /Daψ −

1

2

1

4π
ada+

1

2π
adC

The number of gauge fields on the left-hand side are proliferating. But, at this point,

something nice happens: the gauge field a only appears linearly in the action. This

means that it acts as a Lagrange multiplier, setting db = −dC. But, this, in turn,

freezes the first dynamical gauge field b to be equal, up to gauge connection, to the new

background field −C. The upshot is that we end up with a scalar field theory with no

dynamical gauge fields at all, and the duality

|DCϕ|2 − |ϕ|4 +
1

4π
CdC ←→ iψ̄ /Daψ −

1

2

1

4π
ada+

1

2π
adC (8.47)

This is a new equivalence between two, seemingly very different looking, theories. The

left-hand-side is something very familiar: it is the XY Wilson-Fisher fixed point. In

contrast, the right-hand side is the a strongly coupled U(1) gauge theory. The claim is

that these two fixed points are the same, so

XY Wilson-Fisher ←→ U(1)−1/2 coupled to a Dirac fermion

From our first bosonization duality, we have derived another. Similarly, we can go in

reverse: starting from the equality of partition functions (8.47), it is not hard to derive

the original (8.46).

We can continue in this vein, adding different matter fields and gauging global sym-

metries, to derive an infinite number of dualities between different 3d Abelian theories

with Chern-Simons terms. This is referred to as the duality web. Below we give just a

handful of interesting examples.

8.6.4 Particle-Vortex Duality Revisited

Our second bosonization duality (8.47) includes a Chern-Simons coupling for the back-

ground field C on the left-hand-side. Since we don’t integrate over the background

field, there is nothing to stop us taking this term onto the other side of the equation.

We will also take this opportunity to rename some of the variables. The duality (8.47)

is equivalent to

|DAϕ|2 − |ϕ|4 ←→ iψ̄ /Dbψ −
1

2

1

4π
bdb+

1

2π
bdA− 1

4π
AdA (8.48)
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Having moved the background Chern-Simons term to the other side, we now play the

same game as before: we add a term 1
2π
AdC, and then again promote A to a dynamical

field, A→ a. We now have

|Daϕ|2 − |ϕ|4 +
1

2π
adC ←→ iψ̄ /Dbψ −

1

2

1

4π
bdb+

1

2π
bda− 1

4π
ada+

1

2π
adC

Again, there’s a lot of gauge fields on the right-hand-side. Now a does not appear

linearly as a Lagrange multiplier, but quadratically. Still, it is begging to be integrated

out by imposing the equation of motion a = b+ C, leaving us with

|Daϕ|2 − |ϕ|4 +
1

2π
adC ←→ iψ̄ /Dbψ +

1

2

1

4π
bdb+

1

2π
bdC +

1

4π
CdC (8.49)

This is still a bosonization duality, relating a scalar theory to a fermionic theory. But

the right-hand-side is very nearly the same expression that we started with in (8.48),

but with one important difference: two of the Chern-Simons have their sign flipped. In

fact, we we send C → −C, all of the Chern-Simons terms have their sign flipped. In

other words, this partition function describes the time reversal of the theory in (8.48).

As we have seen, Chern-Simons terms break time reversal, so one would not naively

expect that U(1)1/2 coupled to a Dirac fermion is time reversal invariant. However, if

we take the time reversal of the duality (8.48), we have

|D−Cϕ|2 − |ϕ|4 ←→ iψ̄ /Dbψ +
1

2

1

4π
bdb− 1

2π
bd(−C) + 1

4π
CdC (8.50)

By charge conjugation we can replace D−Cϕ→ DCϕ. The left-hand-side is once again

the XY critical point. It is clearly time-reversal invariant. The duality tells us that

U(1)1/2 coupled to a massless fermion must be secretly time reversal invariant: it must

emerge as a discrete symmetry of the quantum theory.

Combining (8.49) together with (8.50) gives us yet another duality. It is

|Daϕ|2 − |ϕ|4 +
1

2π
adC ←→ |DCϕ|2 − |ϕ|4

But this is precisely the statement of particle vortex duality that we discussed in Section

8.2.1: the left-hand-side is the Abelian Higgs model while the right-hand-side is the

XY model. We learn that particle-vortex duality = bosonization2.

8.6.5 Fermionic Particle-Vortex Duality

Above we have managed to use 3d bosonization to derive a duality between purely

bosonic theories. We might ask: can we do something similar to derive a duality

between purely fermionic theories? The answer is yes. But, there will be a new subtlety

that we have to address.
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We can see this subtlety by retracing the steps above. To derive bosonic particle-

vortex duality, we started with the bosonization dual (8.47), moved the background

Chern-Simons term to the other side, and then promoted the background gauge field

to a dynamical one. To derive a fermionic particle-vortex duality, it is natural to

attempt the same manoeuvres for our original bosonization duality (8.46),

|Dbϕ|2 − |ϕ|4 +
1

4π
bdb+

1

2π
Adb ←→ iψ̄ /DAψ −

1

2

1

4π
AdA (8.51)

But we immediately run into a stumbling block: we can’t move the background Chern-

Simons term to the other side because it is half-integer valued. It is needed on the

right-hand-side to ensure that the fermion partition function is gauge invariant.

To get around this, we will stipulate that the background gauge field A only admits

flux quantised as

1

2π

∫
dA ∈ 2Z

This is twice the usual requirement. We can then write

A = 2C

with C a background gauge field whose flux is correctly quantised. The duality (8.51)

is then

|Dbϕ|2 − |ϕ|4 +
1

4π
bdb+

2

2π
Cdb ←→ iψ̄ /D2Cψ −

2

4π
CdC (8.52)

All Chern-Simons terms are now properly quantised. But the fermion on the right-

hand-side has charge 2 under the gauge field C. If we give a fermion of charge q a mass

m and integrate it out, it will generate a Chern-Simons term with level 1
2
q2sign(m).

(This follows from the fact that the one-loop diagram in Section 8.5 has two insertions

of the photon-fermion vertex.) So integrating out a fermion of charge 2 generates an

integer-valued Chern-Simons level and there is no problem with the parity anomaly.

Now let us play games with this theory. We will move the CdC background Chern-

Simons term to the other side, add 1
2π
BdC to both sides, and finally breath life into C

to make it dynamical, C → a. We have

|Dbϕ|2 − |ϕ|4 +
1

4π
bdb+

2

2π
adb+

2

4π
ada+

1

2π
adB ←→ iψ̄ /D2aψ +

1

2π
adB

The mess of mixed Chern-Simons terms on the left-hand-side is easily dealt with: we

simply define the new linear combination

â = a+ b

– 428 –



Then we find

|Dbϕ|2 − |ϕ|4 −
1

4π
bdb− 1

2π
bdB +

2

4π
âdâ+

1

2π
âdB ←→ iψ̄ /D2aψ +

1

2π
adB

But the first four terms in this expression – those which involve ϕ and b— coincide with

the time-reversal of the left-hand-side of (8.51). We can then use the duality (8.51) to

replace them, leaving us with the promised fermion-fermion duality,

iψ̄ /DAψ +
1

2

1

4π
AdA+

2

4π
âdâ+

1

2π
âdA ←→ iψ̄ /D2aψ +

1

2π
adA

where we’ve taken this opportunity to rename the background field A.

What is this final expression telling us? The right-hand-side is a U(1) gauge theory

coupled to a single Dirac fermion of charge 2. The left-hand-side is very almost a free

fermion. But it also includes a decoupled topological theory, U(1)2, described by the

dynamical gauge field â. We learn that

U(1) with Dirac fermion of charge 2 ←→ Free Dirac fermion + U(1)2

This is the fermionic version of particle-vortex duality, with the monopole operators

of the gauge theory identified with the fermion. A closely related duality was first

suggested by Son in the context of the half-filled Landau level. It has also been invoked

in the context of topological insulators.

8.7 Further Reading

Quantum field theories in d = 2 + 1 dimensions have a rather special relation to the

real world because, after a Wick rotation, many of them (but not all of them!) can be

viewed as statistical field theories in d = 3+0 dimensions, where they describe systems

near critical points. For example, ϕ4 scalar field theory in d = 3 dimensions describes

the water boiling in your kettle. (Admittedly, you might need to put a fairly tight lid

on the kettle.)

From the high energy perspective, d = 2+1 dimensions offer another arena to study

questions about gauge theories that seemed too challenging in d = 3 + 1. Polyakov’s

demonstration of confinement [159, 160], driven by the proliferation of instantons

(monopoles), was a highlight in this regard. Similarly, particle vortex duality was

first introduced by Peskin [152], in an attempt to see whether a similar duality in

d = 3 + 1 could help explain confinement. This was subsequently rediscovered in the

condensed matter community by Dasgupta and Halperin, who also performed numerics

to find convincing evidence of a second order phase transition [37]. Both of these papers

originally expressed the duality in terms of lattice theories; the continuum version that

we described here was first proposed in [61].
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Chern-Simons theory was introduced by Deser, Jackiw and Templeton [42, 43], ini-

tially as a surprising, gauge invariant mechanism to give the three dimensional photon

a mass. The depth of the theory became apparent with Witten’s Fields medal winning

work on knot invariants [228], and the connection to WZW models [53]. The inter-

play between massive fermions and Chern-Simons terms was discovered in [149] and

[168, 169]; a more modern perspective was provided by Witten in [230]. A very clear

discussion of the properties of Chern-Simons theories can be found in the lectures by

Dunne [49]. You can read more about the subtleties related to the quantisation of

Abelian Chern-Simons theories in the appendices of [175] and [176]

The story of 3d bosonization has a long and complicated history. The idea that one

can use Chern-Simons terms to transmute the statistics of non-relativistic particles from

bosons to fermions was pointed out by Wilczek and Zee [211]. Polyakov was the first to

conjecture that there might be a relativistic version of bosonization, but he missed the

need to bosonize at the Wilson-Fisher fixed point [161]. The full story came by bringing

together a wonderfully diverse set of ideas from both high energy and condensed matter

physics. These include dualities in supersymmetric theories [110], large N bosonization

and its relation to holography [76, 5, 6, 7], and physics associated to superfluids [13], the

half-filled Landau level [186] and topological insulators [200, 136]. The web of dualities

among Abelian gauge theories, relating bosonization and particle-vortex duality, was

first described [119, 176].
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